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Abstract 
Influenza is a highly contagious respiratory illness caused by influenza virus. An influenza virus 

surface glycoprotein, neuraminidase (NA), plays a key role in the replication and transmission 

of influenza virus; thus, anti-influenza drugs that inhibit the function of NA have been 

developed. Currently, four types of NA inhibitors, oseltamivir (OTV), zanamivir, peramivir, 

and laninamivir are used in Japan for influenza treatment and prevention. On the other hand, in 

recent years, the emergence of influenza virus mutant strains resistant to NA inhibitors has been 

frequently reported. Previously, several studies have reported on the drug resistance mechanism 

of the influenza virus, but the detailed molecular mechanism of drug resistance in the influenza 

virus has not yet been clarified. In this study, the detailed molecular mechanism of drug 

resistance in two mutant strains of A/H5N1 influenza virus, H274Y mutant strain and    

I117V mutant strain, which reduces OTV susceptibility to NA as compared to wild type (WT), 

has been elucidated using molecular dynamics (MD) simulations. 

 In the study of the H274Y mutant strain, a new method, dynamic residue interaction 

network (dRIN) analysis based on MD simulations, has been developed to provide statistical 

insights into the residue interactions. The results of dRIN analysis revealed that the OTV 

binding site and H274Y mutation site of NA interact indirectly via the three interface residues 

connecting the two sites. After H274Y mutation, the interactions between residue 274 and the 

three interface residues significantly enhanced, resulting in significant reduction in interaction 

between OTV and its surrounding 150-loop residues. Thus, it was concluded that such changes 

in interactions between residues could cause the reduction in binding affinity of NA to OTV, 

resulting in OTV drug resistance in H274Y mutant strain of A/H5N1 influenza viruses.  

 In the study of the I117V mutant strain, the characteristics structural changes of NA 

associated with the I117V mutation were elucidated based on MD simulations. The MD 

simulations results revealed that after the I117V mutation, the secondary structure near the 

mutation site of NA changed, leading to the change in the interactions between residues at the 

OTV binding site of NA, causing the reduction in binding affinity of NA to OTV, resulting in 

reduced OTV susceptibility in I117V mutant strain of A/H5N1 influenza viruses. 

 Hence, in this study, the drug resistance mechanism of H274Y mutant strain and   

I117V mutant strain of A/H5N1 influenza virus was successfully elucidated using         

MD simulations. Finally, the dRIN analysis used in this study can be applied to a wide variety 

of systems, including individual proteins, protein-protein complexes, and protein-ligand 

complexes, to provide statistical insights into the residue interactions.        
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1. Introduction 
1.1. Influenza virus 

Influenza, also known as flu, is a highly contagious respiratory illness caused by influenza virus, 

resulting in mild to severe illness and sometimes even death (Palese, 2004). 

 

1.1.1. Classification and Nomenclature 

Influenza viruses belonging to the Orthomyxoviridae (formed from two Greek words,    

orthos (straight) and myxa (mucus)) virus family are enveloped, negative-sense, segmented, 

single-stranded RNA viruses (Cox et al., 2010; Shaw & Palese, 2013). So far, based on the core 

proteins, four types of influenza viruses have been identified, including influenza A virus (IAV), 

influenza B virus (IBV), influenza C virus (ICV), and influenza D virus (IDV) (Hause et al., 

2013; Hause et al., 2014; Ritchey et al., 1976). IAV infect humans as well as various birds and 

mammals; the main reservoir is aquatic birds (Parrish et al., 2015; Webster et al., 1992).   

IBV and ICV infect pigs and humans (Ran et al., 2015). IDV infect pigs and cattles     

(Hause et al., 2013; Hause et al., 2014). IAV are categorized into subtypes based on the 

antigenicity of the surface proteins, Hemagglutinin (HA) and Neuraminidase (NA). So far, 

eighteen HA subtypes (H1-H18) and eleven NA subtypes (N1-N11) have been identified 

(Schrauwen & Fouchier, 2014).  

 For naming the strains of influenza viruses, the currently used nomenclature system 

includes, the virus type, the virus isolation host species (not mentioned if human), the location 

of virus isolation, the isolate number, the isolation year, and only for IAV, the subtype of     

HA and NA is mentioned in the brackets (e.g., A/Vietnam/1203/2004 (H5N1) and 

A/chicken/Bangli/BBVD-562/2007 (H5N1)) (World Health Organization, 1980).  

 

1.1.2. Genome organization 

The single stranded and negative sense RNA (complementary to mRNA) of IAV and IBV is 

segmented into 8 segments and are numbered from the longest to the shortest segment       

in descending order (segment 1 to 8) (Palese & Shaw, 2007). The complete genome of IAV and 

IBV contains ~13,600 nucleotides and ~14,600 nucleotides, respectively(Shaw & Palese, 2013). 

So far, the genome of IAV was found to encode fifteen different viral proteins, whereas the 

genome of IBV was found to encode eleven different viral proteins (Krug & Fodor, 2013; 

Muramoto et al., 2013). 
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 The viral replication machinery components are encoded by 3 largest segments and 

the 5th largest segment, i.e., the RNA dependent RNA polymerase subunits, PB2 (encoded by 

segment 1), PB1 (encoded by segment 2) & PA (encoded by segment 3), and the nucleoprotein 

protein NP (encoded by segment 5). In IAV, two additional proteins, PB1-40 and PB1-F2 are 

also encoded by PB1 segment (segment 2) (Chen et al., 2001; Wise et al., 2009). In IAV, three 

additional proteins, PA-155, PA-X, and PA-N182 are also encoded by PA segment (segment 3) 

(Jagger et al., 2012; Muramoto et al., 2013). The viral surface glycoproteins are encoded    

by the 4th and 6th largest segments, i.e., hemagglutinin (HA) (encoded by segment 4) and 

neuraminidase (NA) (encoded by segment 6). In IBV, the NA segment (segment 6) also encodes 

for an additional protein, NB (Jackson et al., 2011). The M1 matrix protein and the ion channel 

protein (named M2 in IAV and BM2 in IBV) are encoded by the 7th largest segment    

(segment 7). However, the coding mechanism for the ion channel protein is different in IAV 

and IBV. The ion channel protein M2 is encoded by using a splice mechanism in IAV, whereas 

the ion channel protein BM2 is encoded by using an overlapping stop-start pentanucleotide in 

IBV (Krug & Fodor, 2013). The interferon-antagonist non-structural protein 1 (NS1) is encoded 

by smallest segment (segment 8) using an unspliced mRNA (Dauber et al., 2004; García-Sastre, 

2001; Kochs et al., 2007). The nuclear export protein (NEP, previously known as non-structural 

protein 2 (NS2)) is encoded by segment 8 using a spliced mRNA (Briedis & Lamb, 1982;  

Lamb et al., 1980). 

 The conserved nucleotides present at both ends of the viral RNAs (vRNAs) act as 

promoters for replication and transcription. The viral RNA dependent RNA polymerase 

complex transcribes the negative-sense vRNAs into capped and polyadenylated mRNAs. 

During replication, the viral RNA dependent RNA polymerase complex synthesizes a  

positive-sense vRNA copy (called cRNA) that is used as a template to synthesize vRNAs for 

the propagation of the virus. The replication and transcription of influenza viruses occur in the 

infected host cell nucleus, unlike most other negative-sense RNA viruses. 

 

1.1.3. Virion structure 

The IAV and IBV have remarkably similar infectious virus particles, also known as a virion. 

Although influenza virion is pleomorphic, it usually has a spheroidal form (~100 nm in 

diameter) or a filamentous form (1µm or longer) (Nayak et al., 2013; Shaw & Palese, 2013).  

 The IAV schematic diagram is shown in Figure 1.1. Both IAV and IBV contains     

an envelope, a layer of matrix protein, and a ribonucleoprotein (RNP) core (Nayak et al., 2013). 
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The host cell derived lipid bilayer membrane forms the envelope (Nayak et al., 2004). A layer 

of spikes protruding radially from the viral surface is the most distinguishing feature of IAV 

and IBV. These spike-like structures correspond to the surface proteins, HA (rod shaped spikes) 

and NA (mushroom shaped spikes), which protrude about 10 to 14 nm from the surface of   

the virus (Murti & Webster, 1986). On spheroidal-shaped virions, ~500 HA and ~100 NA spikes 

are there (5:1 HA/NA ratio), whereas virions having filamentous form contain much more 

spikes. Although both HA and NA are found across the virus surface, the NA clusters appear to 

be found at the point where budding virus particles exit from host cells (Russell et al., 2013). 

Apart from HA and NA, other proteins are also inserted into the virus envelope;            

in IAV, ion channel protein M2, whereas in IBV, NB protein, and ion channel protein BM2 

(Shaw & Palese, 2013). The M1 matrix protein, the most abundant protein of influenza virus, 

forms the matrix layer underneath the envelope of virus to provide shape and stability to     

the viral envelope (Wrigley, 1979). As M1 interacts with both the cytoplasmic tails of       

the membrane proteins and the nucleoprotein protein (NP) and viral RNA (vRNA),          

it is suggested to be a vital link between the viral envelope and the inner core components  

(Shaw & Palese, 2013). The viral genome (eight segments of vRNA) is contained in the core 

of the virion. Each vRNA segment is bound to the viral RNA dependent RNA polymerase 

subunits (PA, PB1 & PB2) and with multiple copies of NP, leading to formation of        

RNP complex (Cox et al., 2010). The vRNA forms a helical hairpin structure after being 

wrapped around by multiple copies of NP and it is bound at one end by the viral RNA dependent 

RNA polymerase subunits (PA, PB1 & PB2) (Shaw & Palese, 2013). In small amounts, 

NEP/NS2 is also present in the core of the virion and is probably connected to M1    

(Paterson & Fodor, 2012).  
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Figure 1.1: The influenza A virus schematic diagram (from Jung & Lee, 2020).                              

Figure extracted directly from the original article by Jung & Lee (2020), without modifications 

(CC BY 4.0 license, https://creativecommons.org/licenses/by/4.0). 

 

1.1.4. Replication process 

In the first stage of influenza virus infection, HA binds to the surface receptor of the host cell 

containing terminal 𝛼-2,3-linked or 𝛼-2,6-linked sialic acid residues (Skehel & Wiley, 2000). 

Avian influenza virus tends to bind to 𝛼-2,3-linked sialic acid residues, human influenza virus 

tends to bind to 𝛼-2,6-linked sialic acid residues and swine influenza virus binds to both 

(Steinhauer & Wharton, 1998; Suzuki et al., 2000). HA mutations can change the preference of 

terminal sialic acid residues and thus enable virus transmission to a new host     

(Matrosovich et al., 2000; Stevens et al., 2006). After binding, the virus enters the host cell  

via receptor-mediated endocytosis, either clathrin-dependent or clathrin-independent       

or micropinocytosis (Chen & Zhuang, 2008; de Conto et al., 2011; de Vries et al., 2011; 

Lakadamyali et al., 2004; Lakadamyali et al., 2006; Sieczkarski & Whittaker, 2002).  

 After entering the host cell, the acidic environment of the endocytic vesicle causes the 

opening of the M2 ion channel, enabling the transfer of H+ ions into the virus (Bui et al., 1996; 

Pinto et al., 1992). The low pH causes the change in HA conformation, exposing the fusion 
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peptide that enables the fusion of viral envelope and the endosomal membrane, resulting in the 

release of RNP complexes into the host cell cytoplasm (Wiley & Skehel, 1987).          

These RNP complexes are then translocated to the host cell nucleus (Babcock et al., 2004; 

Kemler et al., 1994). The nuclear localization signal (NLS) is contained in all proteins (PA, PB1, 

PB2 & NP) involved in the formation of the RNP complex, which enables the binding to the 

proteins of the host cell’s nuclear import machinery and enters the host cell nucleus      

(Boulo et al., 2007). 

 After the entry of the RNP complex into the host cell nucleus, the RNA dependent 

RNA polymerase complex helps in the transcription and replication of the negative sense vRNA, 

leading to the formation of 3 types of RNA, the complementary positive-sense RNA (cRNA) 

that serves as a template to form more vRNA, the negative-sense small viral RNA (svRNA) 

that regulates the switch from transcription to replication (Perez et al., 2010; Umbach et al., 

2010) and the viral mRNA that are translocated to the host cell cytoplasm for translation. After 

translation of mRNA to the viral proteins, the viral proteins that are necessary for transcription 

and replication processes are imported again into the host cell nucleus, and then for packaging, 

the progeny RNP complexes are translocated to the host cell cytoplasm with the help of NEP 

and M1. The M2, HA, and NA proteins are transported via the trans-Golgi secretory pathway, 

and the matured viral proteins are released at the host cell membrane region where the progeny 

virions are assembled with the help of M1. After that, the progeny virions bud out of the host 

cells. The exit of the progeny virions from the host cells is mediated via NA, which cleaves the 

bond between the surface receptor of the host cell and the terminal sialic acid residue. 

  

1.2. Influenza virus neuraminidase 

Influenza virus neuraminidase (NA) is the key protein for the purpose of this study, as it is 

targeted by neuraminidase inhibitors. 

 

1.2.1. Structure 

The mushroom-shaped surface glycoprotein NA is embedded in the influenza virus envelope. 

It accounts for about 10-20% of all surface glycoproteins on the influenza virus envelope,  

with an averaged sized influenza virion of 120 nm having approximately 300-400 HA spikes 

and 40-50 NA spikes (Moules et al., 2010; Varghese et al., 1983; Ward et al., 1983). It is a    

homo-tetramer, with each monomer of about 470 amino acids folding into 4 distinct structural 

domains - the catalytic head, the stalk, the transmembrane region, and the cytoplasmic tail 
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(Figure 1.2). According to cryo-electron tomography (CT) studies, NA homo-tetramer exists as 

isolated spikes or in local clusters on the influenza virus envelope along with HA       

(Harris et al., 2006). Depending on the stalk length, NA may project slightly less or more above 

the influenza virus envelope as compared to HA, which may have an impact on the overall 

enzymatic activity of the influenza virus (Harris et al., 2006; Matsuoka et al., 2009). 

 

Figure 1.2: The influenza virus neuraminidase schematic diagram (from McAuley et al., 

2019). Figure extracted directly from the original article by McAuley et al. (2019),      

without modifications (CC BY 4.0 license, https://creativecommons.org/licenses/by/4.0). 

 

 The N-terminal cytoplasmic tail consists of a highly conserved sequence of        

six polar amino acids (MNPNQK) across all IAV NA subtypes (Blok & Air, 1982). It plays a 

key role in the incorporation of NA into progeny virions but is not necessary for the replication 

of the influenza virus (Cox et al., 2010). The hydrophobic transmembrane region helps in the 

attachment of NA to the envelope of the influenza virus (Bos et al., 1984), having a variable 

sequence of about 7-29 amino acids and may form a transmembrane alpha helix (Air, 2012; 
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Blok & Air, 1982). The combined signal peptide-anchor function of this transmembrane region 

directs NA through the endoplasmic reticulum and retains it in the influenza virus membrane 

(Air, 2012). The stalk is the most variable among all NA structural domains, varying in sequence 

as well as in length, both among and within IAV NA subtypes (Colman, 1989). The stalks of 

most NAs consist of ~50 amino acids, but in N1 and N2 NA deletions of upto 18 amino acids 

have been found (Air, 2012). The variations in the length of the stalk are suggested to regulate 

the distance between the catalytic head and the host cell surface receptors (da Silva et al., 2013). 

However, the structure of the stalk is still unknown. The C-terminal catalytic head, which is 

both enzymatically and antigenically active, consists of ~390 amino acids and has the largest 

number of conserved amino acids among all NA structural domains (Sylte & Suarez, 2009).  

 In the center of the catalytic head, the NA active site is located as a deep pocket. The 

NA active site consists of nineteen conserved residues - eight functional residues [R118, D151, 

R152, R224, E276, R292, R371, and Y406; N2 numbering] and eleven framework residues 

[E119, R156, W178, S179, D198, I222, E227, H274, E277, N294, and E425; N2 numbering] 

(Colman et al., 1983; Colman et al., 1993). The homo-tetramer form of NA is considered 

optimal for catalytic activity, and NA mutations that destabilize the homo-tetramer form cause 

the reduction of catalytic activity (Fujisaki et al., 2012; McKimm-Breschkin et al., 1996; 

McKimm-Breschkin et al., 2013a). Although NA monomers alone are considered to have    

no catalytic activity (Air, 2012), there have been reports of catalytic activity in soluble 

recombinant influenza NA monomer expressed in yeast and mammalian cells with properties 

comparable to the homo-tetramer NA (Nivitchanyong et al., 2011; Yongkiettrakul et al., 2009). 

The NA active site is the target of neuraminidase inhibitors because of its highly conserved 

structure and its vital role in the infection and spread of the influenza virus.  

 

1.2.2. Group specific structural features 

The currently known IAV NA subtypes (N1-N11) are clustered into three distinct phylogenetic 

groups, group 1 (N1, N4, N5, N8), group 2 (N2, N3, N6, N7, N9), and influenza A-like    

group 3 (N10, N11) (Russell et al., 2006; Wu et al., 2014). By comparing the crystal structures 

of group 1 and group 2 NAs, it was revealed that 150-loop (residues 147-152; N2 numbering), 

which is present near the NA active site, is able to exist in at least two conformations:        

an open conformation, which results in the formation of an additional cavity (150-cavity) near 

the NA active site and a closed conformation, which results in lack of 150-cavity (Russell et al., 

2006). Crystal structures of group 1 NA appear to have 150-cavity that closes upon ligand 
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binding (Russell et al., 2006). Crystal structures of group 2 NA appear to lack 150-cavity. 

Atypical to group 1 NA, crystal structure of A(H1N1)pdm09 NA appear to lack 150-cavity  

(Li et al., 2010). The influenza A-like group 3 consists of bat-derived N10 and N11, due to the 

lack of sialidase activity, they are considered NA-like (Tong et al., 2013; Wu et al., 2014;   

Zhu et al., 2012). Crystal structures of influenza A-like group 3 NA revealed that in        

N10 and N11, most of the conserved active site residues are mutated, and therefore          

it lacks sialidase activity (Tong et al., 2013; Wu et al., 2014; Zhu et al., 2012).       

 

1.2.3. Function 

In the last stage of viral infection, NA act as a scissor to remove terminal 𝛼-2,3-linked or     

𝛼-2,6-linked sialic acid residues from the surface receptors of the host cells to facilitate the exit 

of progeny virions, thus enabling the spread of progeny virions to surrounding host cells 

(Garman & Laver, 2005). As the function of HA is opposite to NA, the two surface 

glycoproteins must maintain an optimal balance between their receptor-binding and   

receptor-destroying activities, this HA-NA balance is crucial for the efficient replication of 

virus (Wagner et al., 2002). The NA also has sialidase activity on the mucus lining the 

respiratory tract epithelium (rich in sialic acid), cleansing the environment, and enabling virion 

access to host cells, promoting viral infection (Matrosovich et al., 2004; Yang et al., 2014).  

The NA of human H3N2 viruses also causes NA-dependent hemagglutination of red blood cells 

(Hooper & Bloom, 2013; Lin et al., 2010; Mohr et al., 2015). The NA may help in facilitating 

virus entry and enhancing late endosome/lysosome trafficking (Shaw & Palese, 2013).     

The NA is also a molecular target for developing novel NA inhibitors and antibodies. 

 

1.2.4. Neuraminidase inhibitors 

NA inhibitors are designed based on the sialic acid substrate, competing to bind to the active 

site of NA and having higher binding affinity as compared to the sialic acid. In the last stage of 

influenza virus infection, NA act as a scissor to cleave terminal 𝛼-2,3-linked or 𝛼-2,6-linked 

sialic acid residues from the surface receptors of the host cell to facilitate the exit of progeny 

virions, thus enabling the spread of progeny virions to surrounding host cells (Garman & Laver, 

2005). However, NA inhibitors bind to the active site of NA and block this sialidase activity, 

resulting in preventing the exit of progeny virions from host cells, thus disabling the spread of 

progeny virions to surrounding host cells (Moscona, 2005). Currently, four types of NA 

inhibitors are used for influenza treatment in Japan: Oseltamivir phosphate (Tamiflu®, 
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Hoffmann-La Roche AG) (Kim et al., 1997); Zanamivir (Relenza®, GlaxoSmithKline Inc.) 

(von Itzstein et al., 1993); Laninamivir octanoate (Inavir®, Daiichi Sankyo) (Koyama et al., 

2010); and Peramivir (Rapivab®, BioCryst Pharmaceuticals Inc.) (Babu et al., 2000).   

Among these, Tamiflu, Relenza, and Rapivab are FDA-approved drugs used worldwide for 

influenza treatment. Figure 1.3 shows the sialic acid and NA inhibitors chemical structure. 

 

Figure 1.3: Sialic acid and neuraminidase inhibitors, oseltamivir, zanamivir, laninamivir 

& peramivir, chemical structure drawn using ChemDraw JS web server 

(https://chemdrawdirect.perkinelmer.cloud/js/sample/index.html). 

 

1.3. Oseltamivir resistance 

From 1999 to 2002, first reports of reduced sensitivity to oseltamivir (OTV) due to H274Y 

mutation in influenza virus NA were made, but these resistant viruses were rarely isolated  

(Hurt et al., 2004; Monto et al., 2006). OTV resistant influenza viruses were not isolated in 

2004-2005 influenza season and isolation rates were very low in 2005-2006 influenza season 

(0.4%) and in 2006-2007 influenza season (0.6%) (Escuret et al., 2008). Based on in vivo 

studies, it was reported that since OTV resistance was causing reduction in viral fitness, it would 

not become an important clinical issue (Ives et al., 2002). However, in 2007-2008 influenza 

season in Europe, the emergence of resistance to OTV due to NA H274Y mutation in H1N1 
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viruses spread quickly and this OTV resistant strain became predominant worldwide within 

months (Hurt et al., 2012a; Li et al., 2015). Unlike previous H274Y mutant strains in which 

viral fitness was reduced, the overall viral fitness was retained in these viruses because of 

permissive mutations in NA, including R194G, R222Q and V234M (Bloom et al., 2010; Butler 

et al., 2014). In 2008-2009 influenza season, OTV resistance was detected in a large number of 

seasonal H1N1 influenza viruses, in some cases exceeding 90% (Dharan et al., 2009). The 

landscape of OTV resistance was changed after the emergence of A(H1N1)pdm09 influenza 

viruses, with <1.5% resistance detected initially (Hurt et al., 2012a). Along with H274Y 

mutation in NA, secondary mutations, such as I223K, I223R, and G147R, were also detected 

in A(H1N1)pdm09 viruses (Gubareva et al., 2017; Takashita et al., 2016; Takashita et al., 

2020). By 2011, OTV resistance was found in 1.6% A(H1N1)pdm09 viruses worldwide.           

In 2014-2015 influenza season, OTV resistance was found in 0.5 to 3.4% A(H1N1)pdm09 

viruses (Gubareva et al., 2017; Lina et al., 2018).   

 This study focuses on H274Y and I117V mutations in NA in A/H5N1 avian influenza 

viruses causing reduction in sensitivity to OTV.  

 

1.3.1. H274Y mutation 

As residue 274 is a part of framework residues of NA active site, it does not interact directly 

with OTV (Russell et al., 2006). In comparison with wild type NA-OTV complex, the crystal 

structure of H274Y mutant NA-OTV complex has a subtle conformational change in which the 

carboxylate side chain of E276 near the residue 274 is shifted towards the NA active site 

(Collins et al., 2008). Since E276 is a part of functional residues of NA active site and interacts 

directly with OTV, a conformational change caused by the H274Y mutation disrupts favorable 

interactions between OTV and NA active site residues, leading to reduction in OTV binding 

affinity to NA, thereby causing OTV drug resistance in influenza virus. The theoretical insights 

into OTV drug resistance mechanism of influenza virus have been provided by using molecular 

dynamics (MD) simulations (Li et al., 2012; Malaisree et al., 2009; Nguyen et al., 2011;    

Park & Jo, 2009; Ripoll et al., 2012; Vergara-Jaque et al., 2012; Wang & Zheng, 2009;  

Woods et al., 2012; Woods et al., 2013; Yusuf et al., 2016). For example, Malaisree et al. (2009) 

showed using MD simulations that due to H274Y mutation, the phenyl ring of tyrosine rotates 

by 45° and leads to 115° rotation of the carboxylate group of E276, thereby resulting in reduced 

pocket size and hydrophobicity; due to such changes in NA active site, OTV pentyloxy group 

rotates by 125°, leading to ~5 kcal mol-1 increase in the binding free energy of NA to OTV 
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(Malaisree et al., 2009). Therefore, previous studies have used MD simulations to investigate 

conformational changes at NA active site. However, studies that focus only on the end point of 

the protein-ligand interaction based on three-dimensional structures may be insufficient to 

explain the mutations impact on drug resistance. Hence, it is still unclear whether the correlation 

between the active site of NA and its H274Y mutation site causes the reduction in      

binding affinity of NA to OTV. 

 

1.3.2. I117V mutation 

As residue 117 is not a part of the NA active site, there is no direct interaction between   

residue 117 and OTV. In vivo and in vitro studies have reported that OTV susceptibility to NA 

was reduced after I117V mutation (Chen et al., 2010; Creanga et al., 2017; Hurt et al., 2007; 

Ilyushina et al., 2010; Kode et al., 2019; McKimm-Breschkin et al., 2007;              

McKimm-Breschkin et al., 2013b; Takano et al., 2013). By using molecular dynamics (MD) 

simulations, several computational studies have investigated the molecular mechanism of 

reduction in OTV susceptibility to I117V mutant NA (Mhlongo & Soliman, 2015;        

Takano et al., 2013). Takano et al. (2013) investigated the effect of NA I117V mutation on  

OTV susceptibility in vivo, in vitro, and in silico. According to their experimental results,   

after I117V mutation in NA, OTV susceptibility to NA reduced slightly in vitro and   

dramatically in vivo. Furthermore, using a single 2.5 ns MD trajectory, they investigated the 

molecular mechanism of reduction in OTV susceptibility to I117V mutant NA. According to 

their computational results, the decrease in OTV binding affinity to I117V mutant NA is caused 

by the loss of hydrogen bond interaction between OTV carboxyl group and the side chain of 

R118 of NA. Mhlongo & Soliman (2015) investigated the molecular mechanism of reduction 

in OTV susceptibility to I117V mutant NA by analyzing four distinctive 25 ns MD trajectories. 

According to their computational results, the OTV orientation in the NA active site is disrupted 

after the I117V mutation because of the loss of hydrogen bond interaction between         

OTV amino group and the side chain of E119 of NA, causing reduction in OTV binding affinity 

to NA. In these previous computational studies, the production trajectory of MD simulations 

was too short to reach reliable statistical result. Moreover, they only focused on analyzing the 

changes in the direct interactions between OTV and active site residues of NA. However,     

the molecular mechanism of how the NA II17V mutation, which is not included in the       

NA active site, could affect the intermolecular interaction with OTV is still unclear.  
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2. Development of Dynamic Residue Interaction Network (dRIN) analysis 
2.1. Introduction to Residue Interaction Network (RIN) analysis 

In a protein, the covalent and non-covalent interactions between amino acid residues are 

necessary for stabilizing its three-dimensional structure and determining the necessary 

functions of living organisms. Residue interaction network (RIN) helps in visualizing 

interactions within a protein’s spatial structure as a simplified graph with nodes (residues) and 

edges (interaction between residues). Based on how the interactions between amino acid 

residues are calculated, various types of RIN can be formed. The most common method to 

construct RIN is by calculating the Euclidean distance between C𝛼s or Cβs of different amino 

acid residues, and if the distance is less than a given threshold, the interaction exists; this is also 

known as contact map (Brown et al., 2017; Sethi et al., 2009). Another method to construct RIN 

is to calculate all non-covalent interactions between amino acid residues (Martin et al., 2011; 

Piovesan et al., 2016; Shcherbinin & Veselovsky, 2019; Wolek et al., 2015), resulting in the 

formation of a multigraph in which multiple edges connects two nodes, where each edge 

indicates a specific type of non-covalent interaction, such as hydrogen bond, van der Waals 

(vdW) interaction, salt bridge, π-π stacking interaction, or π-cation interaction, or other    

non-covalent interactions. As compared to simple graphs constructed using distance thresholds, 

multigraph contains more information as two nodes are connected by multiple edges, each edge 

representing a specific type of interaction. But the presence of multiple edges between two 

nodes makes it difficult to apply common algorithm and metrices used for characterizing and 

analyzing simple graphs (Brandes, 2008).    

 Currently, most approaches of RIN are static, constructed by using a single      

three-dimensional structure of protein and does not consider the dynamic characteristics of 

proteins, such as non-covalent interactions formation and annihilation. For revealing the 

ensemble-averaged and dynamic characteristics of residue interactions, several studies have 

used dynamic version of RIN, built from a set of multiple three-dimensional structures of 

protein obtained from MD simulations (Bhattacharyya et al., 2013; Brown et al., 2017; 

Contreras-Riquelme et al., 2018; Pasi et al., 2012; Serçinoğlu & Ozbek, 2018; Tiberti et al., 

2014). Both the static and dynamic RIN have been applied in many types of analysis, including 

drug resistance (Bhakat et al., 2014; Xue et al., 2013; Xue et al., 2014; Zhang et al., 2019), 

allosteric behavior (Sethi et al., 2009), and protein stability (Brinda & Vishveshwara, 2005; 

Giollo et al., 2014). 
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2.2. Dynamic Residue Interaction Network (dRIN) analysis 

2.2.1. Introduction 

In this study, to provide statistical insights into the residue interactions, the original static 

residue interaction network (RIN) is extended to construct dynamic residue interaction network 

(dRIN) using multiple three-dimensional structures of individual protein, protein-protein 

complex or protein-ligand complex obtained from molecular dynamics (MD) simulations. 

Figure 2.1 shows the simplified representation of RIN and dRIN analysis.  

 The RIN analysis is used to analyze a single three-dimensional structure of individual 

protein, protein-protein complex or protein-ligand complex obtained from NMR spectroscopy 

or X-ray crystallography and thus it disregards the dynamic properties of individual protein, 

protein-protein complex, or protein-ligand complex, including non-covalent interactions 

formation and annihilation. Hence, RIN analysis can only provide static information about the 

interaction between residues. 

 The dRIN analysis is used to analyze the multiple three-dimensional structures of 

individual protein, protein-protein complex or protein-ligand complex obtained from      

MD simulations, thus it can characterize the dynamic aspects of residue interactions with 

respect to time. Hence, dRIN analysis can provide information about the interaction between 

residues, the occupancy of the residue interactions (the percentage of frames with interactions 

between residues in the MD simulation), and it can characterize the dynamic properties of 

residue interaction with respect to time when combined with dynamic cross correlation (DCC) 

method. 
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Figure 2.1: Simplified representation of (A) residue interaction network (RIN) analysis 

and (B) dynamic residue interaction network (dRIN) analysis. In graphical representation 

of RIN and dRIN, the node (orange) represents residue and the edge (blue) represents 

interaction between residues. The RIN analysis provides information about interactions 

between residues but do not provide any information about the occupancy of residue 

interactions. The dRIN analysis provides information about interactions between residues as 

well as the occupancy of residue interactions (indicated by the thickness of the edges). 

  

 The dRIN analysis used in this study classifies the residue-residue and residue-ligand 

interactions into specific types, including hydrogen bond, van der Waals (vdW) interaction, 

disulfide bridge, salt bridge, π-π stacking interaction, and π-cation interaction, using the  

RING 2.0 software (Piovesan et al., 2016). The RING 2.0 software criteria to determine 

different types of interactions is as follows: 

 

1. Hydrogen bonds  

In RING 2.0 software (Piovesan et al., 2016), hydrogen bond calculation is based on DSSP 

algorithm (Kabsch & Sander, 1983). Hydrogen bonds (Figure 2.2a) are defined by two rules: 

1) the distance between the donor atom and the acceptor atom is less than or equal to 3.5 Å; 
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and 2) the angle formed by the donor atom, the hydrogen of the donor atom, and the acceptor 

atom is less than or equal to 63°. The valid donor and acceptor atoms considered by the   

RING 2.0 software are as follows: 

 

Donors 

main chain NH; Arginine NE, NH1, NH2; Asparagine ND2; Histidine NE2, ND1; Serine OG; 

Tyrosine OH; Cysteine SG; Threonine OG1; Glutamine NE2; Lysine NZ; Tryptophan NE1 

 

Acceptors 

Main chain C; Asparagine OD1; Glutamine OE1; Methionine SD; Aspartic acid OD1, OD2; 

Glutamic acid OE1, OE2; Serine OG; Threonine OG1; Histidine ND1; Tyrosine OH  

 

2. Van der Waals (vdW) interactions 

In RING 2.0 software (Piovesan et al., 2016), vdW interactions are identified by calculating 

the distance between the surface of two atoms (subtracting their vdW radii) (Figure 2.2b). The 

distance threshold is 0.5 Å. The RING 2.0 software considers only carbon-carbon and   

carbon-sulfur atom pairs for a valid vdW interaction. The RING 2.0 software also considers 

special vdW interactions involving nitrogen and oxygen side chain atoms of glutamine (NE2, 

OE1) and asparagine (ND2, OD1).  

 

3. Disulfide bridges  

Disulfide bridges are covalent bonds and found within a very constant distance (Figure 2.2c). 

The RING 2.0 software (Piovesan et al., 2016) identifies disulfide bridges when the distance 

between SG atoms of cysteine pairs is less than or equal to 2.5 Å. 

 

4. Salt bridges  

Salt bridges (ionic interactions) occur between residues with opposite charges (Figure 2.2d). 

The RING 2.0 software (Piovesan et al., 2016) identifies salt bridge when the distance between 

the mass centers of the charged groups is less than or equal to 4.0Å. The valid positively and 

negatively charged residues considered by the RING 2.0 software are as follows: 

Positively charged residues: Arginine, Histidine, Lysine 

Negatively charged residues: Aspartic acid, Glutamic acid 
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5. π-π stacking interactions  

π-π stacking interactions occur between aromatic residues, histidine, tyrosine, tryptophan, and 

phenylalanine (Figure 2.2e). The RING 2.0 software (Piovesan et al., 2016) identifies the    

π-π stacking interaction when the distance between the two ring barycenters is less than or equal 

to 6.5 Å and adopts one of the following orientations (Figure 2.3): parallel (P), lateral (L), 

normal (N), tilted face to edge (T-FE) and tilted edge to face (T-EF). 

 

6. π-cation interactions  

π-cation interactions occur between positively charged amino acid residues and an aromatic 

side chain (Figure 2.2f). The RING 2.0 software (Piovesan et al., 2016) considers only arginine 

and lysine as positively charged amino acid residues for a valid π-cation interaction. Histidine 

is not considered because depending on its protonation state, it can act both as a cation and as 

a π-system. In RING 2.0 software, π-cation interactions are defined by two rules: 1) the distance 

between the mass center of the positively charged group and any atom of the π-system must be 

less than or equal to 5.0 Å; and 2) the angle between the distance vector and the aromatic ring 

plane must guarantee that the mass center of the cation lies above or below the ring area. Also, 

the RING 2.0 software calculates orientation of arginine according to the dihedral angle formed 

between the aromatic ring plane and the cationic guanidine group and allows only parallel (P), 

lateral (L) and normal (N) orientations (Figure 2.3). 
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Figure 2.2: Types of residue interactions. 

 
Figure 2.3: Definition of orientation in RING 2.0 software (Piovesan et al., 2016) -  

Parallel (P), Lateral (L), Normal (N), Tilted Face to Edge (T-FE), and              

Tilted Edge to Face (T-EF) (from Piovesan et al., 2016). π-π stacking interactions can adopt 

P, L, N, T-FE, and T-EF conformations. π-cation interactions between arginine and aromatic 

ring can adopt P, L and N conformations. Figure extracted directly from the           

original article by Piovesan et al. (2016), without modifications (CC BY-NC 4.0 license, 

https://creativecommons.org/licenses/by-nc/4.0/). 
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2.2.2. Methodology 

In dRIN analysis, residue interactions are analyzed for multiple three-dimensional structures of 

individual protein, protein-protein complex, or protein-ligand complex obtained from     

MD simulations. In dRIN analysis, residue-ligand interactions are included in the residue 

interactions. The residue-residue and residue-ligand interactions are classified into specific 

types, including hydrogen bond, van der Waals (vdW) interaction, disulfide bridge, salt bridge, 

π-π stacking interaction, and π-cation interaction, using the RING 2.0 software (Piovesan et al., 

2016). The hydrogen bonds between ligand and residues in the protein-ligand complex are 

detected using the CPPTRAJ program (Roe & Cheatham, 2013) in the AMBER 20 package 

(Case et al., 2020), as the RING 2.0 software misses them. Even though the RING 2.0 software 

detects various types of interactions per residue pair, only one interaction per interaction type 

is considered. The dRIN analysis further examine the interactions between residues that are not 

included in the attractive interactions detected by the RING 2.0 software but are in close contact 

with one another. In dRIN analysis, two residues are identified as being in close contact,      

if 𝑑!" − $𝜎! + 𝜎"'  < 0.4 Å, where 𝑑!"  denotes the interatomic distance between the        

i- and j-th atoms in the two residues and 𝜎!  is the vdW radius of the i-th atom. Several 

molecular structure visualization and analysis programs, including UCSF Chimera software 

(Pettersen et al., 2004), have adopted this definition of close contact. By repeating the above 

procedure, the dRIN is formed using the sets of residue interactions and close contacts obtained 

from the MD simulations for the individual protein, protein-protein complex, or protein-ligand 

complex. The occupancy of residue interactions is calculated as the percentage of frames with 

interactions between residues in the MD simulation. The dRIN analysis is implemented using 

the ruby script (Appendix C.1). To graphically visualize the dRIN, with nodes (residues) and           

edges (interactions between residues), various software can be used, such as the Cytoscape 

software (Shannon et al., 2003), and it can also be visualized using Matplotlib library for Python 

programming language (Hunter, 2007). 
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3. “Dynamic residue interaction network analysis of the oseltamivir binding 
site of N1 neuraminidase and its H274Y mutation site conferring drug 
resistance in influenza A virus” 
 

3.1. Abstract 

The His-to-Tyr mutation at position 274 (H274Y) in N1 neuraminidase (NA) is found in 

oseltamivir (OTV) drug resistant influenza viruses. However, the molecular mechanism by 

which the OTV binding affinity is reduced by the NA H274Y mutation has not been fully 

elucidated. In this study, the correlation between the OTV binding site and H274Y mutation 

site of NA is investigated using dynamic residue interaction network (dRIN) analysis based on 

molecular dynamics (MD) simulation. The results of dRIN analysis revealed that the interaction 

between OTV binding site of NA and its H274Y mutation site is mediated by three interface 

residues connecting the two sites. Due to H274Y mutation, the interaction between residue 274 

and the three interface residues in NA significantly increased, resulting in significant decrease 

in the interaction between OTV and its surrounding 150-loop residues. Such changes in residue 

interactions could result in the reduction of OTV binding affinity to NA, causing OTV drug 

resistance in influenza viruses. To conclude, using dRIN analysis, we succeeded in 

understanding the characteristic changes in residue interactions caused by H274Y mutation, 

which can elucidate the molecular mechanism of drug resistance of OTV in influenza viruses. 

Finally, the dRIN analysis used in this study can be applied to a wide range of systems, 

including individual proteins, protein-protein complexes, and protein-ligand complexes, to 

characterize the dynamic characteristics of the residue interactions. 

 

3.2. Introduction 

Influenza, commonly known as flu, is a highly contagious respiratory illness caused by 

influenza virus, resulting in mild to severe illness and sometimes even death (Palese, 2004). 

Influenza virus has two surface glycoproteins, hemagglutinin (HA) and neuraminidase (NA), 

playing important roles in the influenza virus replication process (Gamblin & Skehel, 2010). 

HA binds to the terminal sialic acid of the surface receptor of the host cell and facilitates entry 

of virus into the host cell via endocytosis. In the last stage of infection, NA facilitates the exit 

of progeny virions from the host cell by cleaving the bond between terminal sialic acid and the 

surface receptor of the host cell, thus enabling the spread of progeny virions to surrounding host 

cells. Both HA and NA are used as molecular target for the development of novel anti-influenza 



 27 

drugs. Indeed, NA inhibitors that inhibit the interaction between NA and terminal sialic acid of 

the host cell surface receptor have been developed (Moscona, 2005). 

 For influenza treatment and prevention, one of the widely used anti-NA drugs is 

Oseltamivir (OTV) (Kim et al., 1997). However, the emergence of OTV drug resistant influenza 

viruses has raised concerns worldwide (de Jong et al., 2005). For example, in the 2007-2008 

influenza season, OTV drug resistant influenza viruses emerged globally, and within a year, 

these OTV drug resistant influenza viruses became the cause of most seasonal H1N1 influenza 

infection cases (Moscona, 2009). The His-to-Tyr mutation at position 274 in NA (H274Y) is 

the characteristic feature of these OTV drug resistant influenza viruses (Gubareva et al., 2001; 

Hurt et al., 2009; Ives et al., 2002; Wang et al., 2002). NA active site consists of nineteen 

conserved residues - eight functional residues [R118, D151, R152, R224, E276, R292, R371, 

and Y406; N2 numbering] and eleven framework residues [E119, R156, W178, S179, D198, 

I222, E227, H274, E277, N294, and E425; N2 numbering] (Colman et al., 1983; Colman et al., 

1993). Residue 274 is a part of NA active site framework residues and does not interact directly 

with OTV (Russell et al., 2006). In comparison with the wild type NA-OTV complex, the 

crystal structure of H274Y mutant NA-OTV complex has a subtle conformational change in 

which the carboxylate side chain of E276 near the residue 274 is shifted towards the NA active 

site (Collins et al., 2008). Since E276 is a part of NA active site functional residues and interacts 

directly with OTV, a conformational change caused by the H274Y mutation disrupts favorable 

interactions between OTV and NA active site residues, leading to reduction in OTV binding 

affinity to NA, thereby causing OTV drug resistance in influenza virus.  

 The theoretical insights into OTV drug resistance mechanism of influenza virus have 

been provided by using molecular dynamics (MD) simulations (Li et al., 2012; Malaisree et al., 

2009; Nguyen et al., 2011; Park & Jo, 2009; Ripoll et al., 2012; Vergara-Jaque et al., 2012; 

Wang & Zheng, 2009; Woods et al., 2012; Woods et al., 2013; Yusuf et al., 2016). For example, 

Malaisree et al. (2009) showed using MD simulations that due to H274Y mutation,        

the phenyl ring of tyrosine rotates by 45° and leads to the 115° rotation of the carboxylate group 

of E276, thereby resulting in reduced pocket size and hydrophobicity; due to such changes in 

NA active site, OTV pentyloxy group rotates by 125°, leading to ~5 kcal mol-1 increase in the 

binding free energy of NA to OTV (Malaisree et al., 2009). Therefore, previous studies have 

used MD simulations to investigate conformational changes at active (binding) site of NA. 

However, studies that focus only on the end point of the protein-ligand interaction based on 

three-dimensional structures may be insufficient to explain the mutations impact on drug 
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resistance. Hence, it is still unclear whether the correlation between the OTV binding site of 

NA and its H274Y mutation site causes the reduction in binding affinity of NA to OTV. 

  Residue interaction network (RIN) has previously been used to describe the spatial 

architecture of protein as a network of residue interactions (Csermely et al., 2013; di Paola et 

al., 2013; Shcherbinin & Veselovsky, 2019; Yan et al., 2014). The three-dimensional structure 

of protein is stabilized by covalent and non-covalent interactions between amino acid residues, 

and it determines the necessary functions of living organisms. RIN helps in visualizing 

interactions within a protein’s spatial structure as a simplified graph with nodes (residues) and 

edges (interaction between residues). Based on how the interactions between amino acid 

residues are calculated, various types of RIN can be formed (Csermely et al., 2013; di Paola et 

al., 2013; Shcherbinin & Veselovsky, 2019; Yan et al., 2014). One of the widely used methods 

of RIN is to identify the various types of physiochemical interactions among residues based on 

certain criteria (Piovesan et al., 2016; Shcherbinin & Veselovsky, 2019). Most RIN methods 

used currently are static, based on a single three-dimensional structure of protein and       

not considering the dynamic characteristics of proteins, such as non-covalent interactions 

formation and annihilation. For revealing the ensemble-averaged and dynamic characteristics 

of residue interactions, several studies have used dynamic version of RIN (dRIN), built from a 

set of multiple three-dimensional structures of protein obtained from MD simulations 

(Bhattacharyya et al., 2013; Brown et al., 2017; Contreras-Riquelme et al., 2018; Pasi et al., 

2012; Serçinoğlu & Ozbek, 2018; Tiberti et al., 2014). Both the static and dynamic version of 

RIN have been applied in many types of analysis, including drug resistance (Bhakat et al., 2014; 

Xue et al., 2013; Xue et al., 2014; Zhang et al., 2019), allosteric behavior (Sethi et al., 2009), 

and protein stability (Brinda & Vishveshwara, 2005; Giollo et al., 2014). Buthelezi et al. (2020) 

recently used RIN analysis to provide insights into the drug resistance mechanism of influenza 

viruses with NA H274Y mutation; however, they only used static RINs built using 

representative average structures obtained from MD simulations to analyze the changes in 

residue interactions caused by the mutation (Buthelezi et al., 2020). Overall, the drug resistance 

mechanism by which the NA H274Y mutation of influenza virus affects the dynamic 

characteristics of residue interactions is still unclear. 

 In this study, we used dRIN analysis to investigate the changes in residue-residue and 

residue-ligand interactions due to H274Y mutation in influenza virus NA bound to OTV.    

The approach used in this study extends the original static version of RIN to construct   

dynamic version of RIN (dRIN) using multiple three-dimensional structures of protein obtained 
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from MD simulations, to provide statistical insights into residue interactions. Here, we 

succeeded in clarifying the correlation between OTV binding site and H274Y mutation site of 

N1 NA conferring drug resistance in influenza virus. This study provides novel theoretical 

insights into the molecular mechanism of OTV drug resistance caused by NA H274Y mutation 

of influenza virus. 

 

3.3. Methods 

3.3.1. Initial structures 

The Amber 20 package was used for structure preparation and MD simulations (Case et al., 

2020). The Protein Data Bank (PDB) was used to obtain the crystal structures of wild type (WT) 

avian influenza virus A/H5N1 NA-OTV complex (PDB ID: 2HU4) and H274Y mutant    

NA-OTV complex (PDB ID: 3CL0) (Collins et al., 2008; Russell et al., 2006) and a single 

monomer was used for modeling. One calcium ion is present in H5N1 NA, which is required 

for structural stability (Smith et al., 2006). In the crystal structure of H5N1 NA registered as 

2HU4, no calcium ion was present, thus the coordinates of the calcium ion were determined 

from the related structure registered as 3CL0. The PDB2PQR server was used to determine the 

protonation state of Histidine at pH 7 in the modeled complex (Dolinsky et al., 2004), and the 

other ionized residues (Arginine, Lysine, Aspartic acid, and Glutamic acid) were treated as 

charged entities. The missing hydrogen atoms of proteins and OTV were added using the  

LEaP module in Amber 20 package. Eight disulfide bonds are present in H5N1 NA. The “bond” 

command was executed in the tLEaP program to form a covalent bond between the SG atoms 

of the proximate cysteine residues for each disulfide bond. For proteins, the FF14SB force field 

of AMBER was used (Maier et al., 2015). For OTV, the Generalized AMBER Force Field 

(GAFF) was used (Wang et al., 2004). The restrained electrostatic potential fitting procedure 

was used to determine the OTV partial atomic charges (Bayly et al., 1993), based on      

HF/6-31G(d) level of quantum chemistry calculations using Gaussian 16 program (Frisch et 

al., 2016). The WT NA-OTV and H274Y mutant NA-OTV complexes were dissolved in a 

truncated octahedral box of TIP3P water molecules with a distance of at least 10 Å around them. 

The total charge of the complexes was neutralized by adding sodium counter ions.  

 

3.3.2. Molecular Dynamics (MD) simulations 

The energy minimization of each system was performed using the steepest descent method for 

first 500 steps, followed by the conjugate gradient method for next 4,500 steps, with a harmonic 
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restraint weight of 10 kcal mol-1 Å-2 on the complexes, except for hydrogen atoms. After energy 

minimization, each system was gradually heated to 300K over a period of 200 ps in the NVT 

ensemble. The PMEMD module of Amber 20 package was used to perform all MD simulations. 

The weak-coupling algorithm was used to regulate temperature (Berendsen et al., 1984). The 

SHAKE algorithm was used to constrain all bond lengths including hydrogen atoms (Ryckaert 

et al., 1977), allowing an MD time-step of 2 fs to be used. Periodic boundary conditions were 

adopted. For non-bonded interactions, a cut-off of 8 Å was used. The particle-mesh Ewald 

method was used to treat long range electrostatics (Darden et al., 1993). After heating,     

MD simulation was performed for 80 ns in the NpT ensemble at a pressure of 1.0 atm and a 

temperature of 300K. The Berendsen barostat was used to maintain pressure. The production 

phase to be analyzed was the last 40 ns of MD simulations, which was determined based on the 

root mean square displacement (RMSD) for the protein backbone atoms with respect to the 

initial structure along the simulation time. Figure 3.1 shows the time series of RMSD for the 

protein backbone atoms in the WT and H274Y mutant NA. After 40 ns, the changes in RMSD 

were almost constant, indicating that the MD simulations properly converged in the region of 

40-80 ns.  

 

Figure 3.1: The time series of the root mean square displacement (RMSD) of wild type 

(WT) and H274Y mutant neuraminidase-oseltamivir complexes (from Yadav et al., 2021a). 

RMSDs for the protein backbone atoms in WT and H274Y mutant NA for 15th to 365th amino 
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acid residues, excluding both ends of NA, with respect to the initial structure along the 

simulation time. The production phase to be analyzed was the last 40 ns of MD simulations. 

Figure extracted directly from the original article by Yadav et al. (2021a), without modifications 

(CC BY 4.0 license, https://creativecommons.org/licenses/by/4.0). 

 

3.3.3. Binding free energy calculations 

The Molecular Mechanics Poisson Boltzmann Surface Area (MM-PBSA) method in Amber 20 

package (MMPBSA.py) was used to estimate the binding free energies for OTV bound to WT 

and H274Y mutant NA (Miller et al., 2012). The adaptive Poisson Boltzmann (PB) solver was 

used to estimate the electrostatic contribution to the solvation free energy (Baker et al., 2001). 

The dielectric constant in the water was set to 80 and protein was set to 4. As the binding site 

of NA consists of many charged residues, a relatively large dielectric constant is desirable  

(Hou et al., 2011). The ionic strength was set at 150 mM. The ratio between the longest 

dimension of the rectangular finite-difference grid and that of the solute was set to four. The 

linear PB equation was solved using a maximum of 1,000 iterations. MM-PBSA calculations 

were performed over 2,000 frames extracted from the production phase in the last 40 ns of       

MD simulations.  

 The entropies due to the vibrational degrees of freedom were calculated for       

100 configurations by normal mode analysis using the mmpbsa_py_nabnmode program in the 

Amber 20 package. Each configuration was energy minimized with a generalized Born solvent 

model, using a maximum of 10,000 steps with a target root-mean-square gradient of       

10−3 kcal mol−1 Å−1. 

 

3.3.4. Dynamic Residue Interaction Network (dRIN) analysis 

In the 40 ns production phase of the MD simulations, residue interactions were examined for 

2,000 three-dimensional structures of the WT and H274Y mutant NA bound to OTV. In this 

study, residue-ligand interactions were included in the residue interactions. The residue-residue 

and residue-ligand interactions were classified into specific types, including hydrogen bond, 

disulfide bridge, salt bridge, van der Waals (vdW) interaction, π-π stacking interaction, and   

π-cation interaction, using the RING 2.0 software (Piovesan et al., 2016). The hydrogen bond 

between ligand and residues in the NA-OTV complexes was detected using the CPPTRAJ 

program (Roe & Cheatham, 2013) in the Amber 20 package, as the RING 2.0 software missed 

them. Even though the RING 2.0 software detected various types of interactions per residue 
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pair, only one interaction per interaction type was considered. We further examined the 

interactions between residues that were not included in the attractive interactions detected by 

the RING 2.0 software but were in close contact with one another. In this study, two residues 

were identified as being in close contact, if 𝑑!" − $𝜎! + 𝜎"' < 0.4 Å, where 𝑑!" denotes the 

interatomic distance between the i- and j-th atoms in the two residues and 𝜎! is the vdW radius 

of the i-th atom. Several molecular structure visualization and analysis programs, including 

UCSF Chimera software (Pettersen et al., 2004), have adopted this definition of close contact. 

By repeating the above procedure, the dRINs were formed using the sets of residue interactions 

and close contacts obtained from the MD simulations for the WT and H274Y mutant NA-OTV 

complexes. The occupancy of residue interactions was calculated as the percentage of frames 

with interactions between residues in the MD simulation. The dRIN analysis is implemented 

using the ruby script (Appendix C.1). To graphically visualize the dRIN with residues 

represented by nodes and interactions between residues represented by edges, various software 

can be used such as the Cytoscape software (Shannon et al., 2003) and it can also be visualized 

using Matplotlib library for Python programming language (Hunter, 2007). 

 

3.4. Results 

3.4.1. Binding structures and energies 

The snapshot images of the OTV binding site and the region adjacent to residue 274 obtained 

from the MD simulations of the WT and H274Y mutant NA-OTV complexes are shown in 

Figure 3.2. The estimated binding free energies (∆𝐺) of WT and H274Y mutant NA for OTV 

obtained from the MM-PBSA calculations, as well as the enthalpy (∆𝐻) and entropy (𝑇∆𝑆), are 

summarized in Table 3.1. The detailed results of the energetic components categorized by each 

intermolecular interaction are summarized in Table C.1. The binding free energies of OTV for 

the WT and H274Y mutant NA were estimated to be −11.54 and −4.34 kcal mol−1, respectively. 

The H274Y mutation increases the binding free energy of OTV by 7.20 kcal mol−1, which could 

significantly reduce the OTV susceptibility to NA. This is supported by the experimental fact 

that in H5N1 viruses, due to H274Y mutation in NA, the IC50 value of OTV increased by   

300- to 1700-fold, indicating that in H274Y mutant NA the susceptibility to OTV was 

significantly reduced as compared to WT NA (de Jong et al., 2005; Ives et al., 2002; Kiso et 

al., 2004; Mishin et al., 2005; Wang et al., 2002; Yen et al., 2007). Several computational 

studies have been performed to estimate the effect of H274Y mutation on the OTV binding free 

energy (Li et al., 2012; Malaisree et al., 2009; Nguyen et al., 2011; Park & Jo, 2009; Ripoll et 
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al., 2012; Vergara-Jaque et al., 2012; Wang & Zheng, 2009; Woods et al., 2012; Woods et al., 

2013; Yusuf et al., 2016). The current results are in qualitative agreement with previous 

experimental and computational studies, implying that the MD simulations, which are the basis 

of the subsequent analyses, were reliable. 

 The binding free energy estimated using the MM-PBSA method can be sensitive to 

various factors, including the dielectric constant (ε) value of the protein. In general, ε = 1.0 is 

used for proteins; however, in this study, ε = 4.0 was used for NA based on previous studies 

because the NA binding site consists of many charged residues (Hou et al., 2011). Table C.2 

shows the results of binding free energies obtained from MM-PBSA calculations with ε = 1.0 

to confirm the validity of this factor. The results estimated using ε = 1.0 showed a larger 

difference in binding free energies (10.48 kcal mol−1) as compared to the results estimated using 

ε = 4.0 (7.20 kcal mol−1), further reducing the OTV binding affinity to NA due to H274Y 

mutation. If experiments are performed under the same conditions, the relative binding free 

energy of ∆∆G = ∆G(1) - ∆G(2) can be approximated using ∆∆G @ RT ln (IC50(1) - IC50(2)), where 

T is the temperature and R is the ideal gas constant. The difference in the binding free energy 

of the WT and H274Y mutant NA to OTV was estimated to be about 4.4 kcal mol−1, based on 

the experimentally calculated IC50 value (Yen et al., 2007). This clearly shows that, as reported 

in the previous study (Hou et al., 2011), it is preferrable to use ε = 4.0 for NA in the MM-PBSA 

calculation. 

 Using the POVME 3.0 software (Wagner et al., 2017), the pocket cavity volume of the 

WT and H274Y mutant NA was calculated to further examine the structural changes caused by 

the H274Y mutation. The average pocket cavity volumes for the WT and H274Y mutant NA 

were estimated to be 394 and 853 Å3, respectively, for the last 40 ns of MD simulations.      

As compared to WT NA, the pocket cavity volume of the H274Y mutant NA was increased by 

more than two-fold. In the following sections, such structural changes in the drug-binding site 

of NA have been examined in more detail with respect to the residue interactions. 
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Figure 3.2: Snapshot images of (A) wild type (WT) and (B) H274Y mutant neuraminidase-

oseltamivir complexes obtained from MD simulations, showing oseltamivir (OTV) 

binding site and H274Y mutation site (from Yadav et al., 2021a). OTV is shown in green, 

and residue 274 is shown in orange. The residues surrounding OTV and residue 274 can be 

categorized into 3 groups. The residues interacting directly with OTV alone are shown in blue, 

the residues interacting directly with residue 274 alone are shown in cyan and             

the residues interacting with both OTV and residue 274 are shown in purple. The snapshot 

images of WT and H274Y mutant NA-OTV complexes colored by atom are shown in    

Figure C.1. The superimposed snapshot image of WT and H274Y mutant NA-OTV complexes 

colored by atom is shown in Figure C.2. Figure extracted directly from the             

original article by Yadav et al. (2021a), without modifications (CC BY 4.0 license, 

https://creativecommons.org/licenses/by/4.0). 

 

Table 3.1: Calculated binding free energies of wild type (WT) and H274Y mutant 

neuraminidase for oseltamivir obtained from MM-PBSA calculations. 

 
ΔH 

[kcal mol−1] 

TΔS 

[kcal mol−1] 

ΔG 

[kcal mol−1] 

ΔΔG 

[kcal mol−1] 

WT −35.19 ± 0.07 −23.65 ± 0.47 −11.54 ± 0.48  

H274Y −27.28 ± 0.09 −22.94 ± 0.50 −4.34 ± 0.51 7.20 
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3.4.2. Dynamic Residue Interaction Network (dRIN) analysis 

Figure 3.3 shows the dRIN graphs for the WT and H274Y mutant NA-OTV complexes as well 

as the difference between H274Y mutant and WT (H274Y-WT), showing any type of 

interactions (any), hydrogen bonds (hb), and van der Waals interaction (vdw). In H274Y-WT, 

the bonds lost are shown in red color and bonds gained are shown in blue color. In a dRIN 

graph, an amino acid residue or a ligand is represented by a node, and a residue-residue or a 

residue-ligand interaction is represented by an edge connecting two nodes. In most current 

methods, a single three-dimensional structure is used to model RIN (Piovesan et al., 2016; 

Shcherbinin & Veselovsky, 2019). dRIN is an extension of the original version as it models 

using multiple three-dimensional structures and provides statistical insights into residue 

interactions. The occupancy of interactions between residues is represented by the thickness of 

the edge.  

 As shown in dRIN graph of H274Y-WT in Figure 3.3, after the H274Y mutation, most 

changes in residue interactions occur near the OTV binding site and in the region adjacent to 

the residue 274, but changes in residue interactions at other sites also occurs. Generally, it is 

assumed that after the mutation, changes in residue interactions would occur only at the   

drug-binding site and the mutation site. However, as shown in dRIN graph of H274Y-WT in 

Figure 3.3, after the H274Y mutation, changes in residue interactions occurs not only at the 

OTV binding site and mutation site, but also at other sites. Hence, by using dRIN analysis,   

we could examine the changes in residue interactions caused by the mutation in the whole 

system, including the binding site, the mutation site, and the other sites.  

 To further examine the effect of H274Y mutation on the correlation between     

OTV binding site and mutation site of NA, the enlarged version of dRIN graphs focusing on 

OTV binding site and H274Y mutation site is constructed. Figure 3.4 shows the enlarged 

version of dRIN graphs for the WT and H274Y mutant NA-OTV complexes, showing the          

OTV binding site and H274Y mutation site; only residue interactions with total occupancy    

> 10% are shown.  

 The occupancies at which some residue interactions occur in WT and H274Y mutant 

NA-OTV complexes are shown in Figure 3.5a. Tables 3.2 and 3.3 summarizes the occupancies 

for each type of residue interaction. The changes in the occupancy of residue interactions after 

the H274Y mutation are shown in Figure 3.5b. 

 The per-residue decomposed binding free energies of the WT and H274Y mutant  

NA-OTV complexes estimated by using MM-PBSA calculations are shown in Figure 3.6a. 
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Tables 3.4 and 3.5 summarizes the detailed information on the protein-ligand interaction 

analysis, categorized by component per residue. The changes in the per-residue decomposed 

binding free energies after the H274Y mutation are shown in Figure 3.6b. 

 

 
Figure 3.3: Dynamic residue interaction network (dRIN) graphs of neuraminidase-

oseltamivir complexes. dRINs for wild type (WT), H274Y mutant (H274Y) and the difference 

between H274Y mutant and WT (H274Y-WT), showing any type of interactions (any), 

hydrogen bond interactions (hb), and van der Waals interaction (vdw). In H274Y-WT, the bonds 

lost are shown in red color and bonds gained are shown in blue color. The thickness of edge 

represents the occupancy of interactions. 
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Figure 3.4: Enlarged version of dynamic residue interaction network (dRIN) graphs of 

(A) wild type (WT) and (B) H274Y mutant neuraminidase-oseltamivir complexes, 

showing oseltamivir (OTV) binding site and H274Y mutation site (from Yadav et al., 

2021a). The OTV node is shown in green, and the residue 274 node is shown in orange. The 

type of residue interactions is represented by the type of edges. A hydrogen bond is represented 

by a solid edge, a vdW interaction is represented by a dotted edge, π-π stacking interaction is 

represented by a zigzag edge, and a close contact is represented by a dashed edge. The 

occupancy of residue interaction is represented by the thickness of the edge. The residues 

surrounding OTV and residue 274 can be categorized into 3 groups. The residues interacting 

directly with OTV alone are shown in blue, the residues interacting directly with residue 274 

alone are shown in cyan and the residues interacting with both OTV and residue 274 are shown 

in purple. Figure extracted directly from the original article by Yadav et al. (2021a), without 

modifications (CC BY 4.0 license, https://creativecommons.org/licenses/by/4.0). 
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Figure 3.5: Occupancies at which some interactions are formed between residues (from 

Yadav et al., 2021a). (A) Occupancies of residue interactions for wild type (WT) and H274Y 

mutant within the oseltamivir (OTV) binding site and H274Y mutation site. (B) Changes in the 

occupancy of residue interactions after the H274Y mutation. Figure extracted directly from the 

original article by Yadav et al. (2021a), with modifications, label modified to (∆occupancy [%]) 

in right panel (b) (CC BY 4.0 license, https://creativecommons.org/licenses/by/4.0). 
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Table 3.2: Occupancies at which some interactions are formed between residues in    

wild type (WT) neuraminidase bound to oseltamivir (OTV). Residue interaction includes 

hydrogen bond (HB), van der Waals interaction (vdW), π-π stacking interaction (π-π), and  

close contact (CC). “Any” represents the fraction of frames having any type of interaction 

between residues in the MD simulation. 

Residue pair 
HB 

[%] 

vdW 

[%] 

ππ 

[%] 

CC 

[%] 

Any 

[%] 

S246-H274 5 8 0 12 23 

Y252-H274 6 55 100 0 100 

E276-H274 0 0 0 0 0 

R292-H274 0 0 0 0 0 

D293-H274 0 48 0 37 86 

N294-H274 98 85 0 1 100 

W295-H274 12 93 53 1 95 

H296-H274 1 42 49 1 51 

P301-H274 0 17 0 72 89 

Y316-H274 55 0 0 6 61 

E119-OTV  100 13 0 0 100 

D151-OTV  85 15 0 1 86 

R152-OTV  85 0 0 8 93 

S246-OTV  0 0 0 54 54 

E276-OTV  0 0 0 48 48 

R292-OTV  100 0 0 0 100 

R371-OTV  100 0 0 0 100 

Y406-OTV  0 9 0 35 43 
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Table 3.3: Occupancies at which some interactions are formed between residues in  

H274Y mutant neuraminidase bound to oseltamivir (OTV). Residue interaction includes 

hydrogen bond (HB), van der Waals interaction (vdW), π-π stacking interaction (π-π), and  

close contact (CC). “Any” represents the fraction of frames having any type of interaction 

between residues in the MD simulation. 

Residue pair 
HB 

[%] 

vdW 

[%] 

ππ 

[%] 

CC 

[%] 

Any 

[%] 

S246-Y274 3 6 0 77 86 

Y252-Y274 0 63 100 0 100 

E276-Y274 99 0 0 0 99 

R292-Y274 0 0 0 37 37 

D293-Y274 0 24 0 60 84 

N294-Y274 57 98 0 1 99 

W295-Y274 0 76 50 5 84 

H296-Y274 0 0 0 0 0 

P301-Y274 0 5 0 88 93 

Y316-Y274 64 0 0 9 73 

E119-OTV  81 7 0 2 83 

D151-OTV  0 0 0 0 0 

R152-OTV  6 0 0 7 13 

S246-OTV  0 0 0 37 37 

E276-OTV  0 0 0 48 48 

R292-OTV  100 0 0 0 100 

R371-OTV  100 0 0 0 100 

Y406-OTV  1 18 0 42 62 
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Figure 3.6: Per-residue decomposed binding free energies (from Yadav et al., 2021a).   

(A) Per-residue decomposed binding free energy of the ligand binding residues of        

wild type (WT) and H274Y mutant neuraminidase for oseltamivir (OTV) obtained from   

MM-PBSA calculations. (B) Changes in the per-residue decomposed binding free energy after 

the H274Y mutation. Figure extracted directly from the original article by Yadav et al. (2021a), 

with modifications, label modified to (∆Energy [kcal/mol]) in right panel (b) (CC BY 4.0 

license, https://creativecommons.org/licenses/by/4.0). 
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Table 3.4: Per-residue decomposed binding free energy of wild type (WT) neuraminidase 

for oseltamivir (OTV) obtained from MM-PBSA calculations. Binding free energy is 

decomposed into contributions from amino acid residues around OTV and includes        

van der Waals (vdW), electrostatic (ES), polar solvation, and non-polar solvation components. 

“Total” is the sum of binding free energy components (vdW, ES, polar, and non-polar) of an 

amino acid residue and represents the binding free energy of an amino acid residue contributed 

towards the total binding free energy of NA-OTV complex. 

Residue 
vdW 

[kcal mol−1] 

ES 

[kcal mol−1] 

Polar 

[kcal mol−1] 

Non-polar 

[kcal mol−1] 

Total 

[kcal mol−1] 

E119 0.04 -23.90 5.92 0.00 -17.93 

D151 -0.63 -16.37 3.69 0.00 -13.31 

R152 -0.98 -3.25 0.81 0.00 -3.41 

S246 -0.78 0.30 0.19 0.00 -0.29 

E276 -0.98 -2.05 1.43 0.00 -1.61 

R292 -0.60 -19.49 3.25 0.00 -16.83 

R371 0.87 -30.45 5.06 0.00 -24.53 

Y406 -1.40 1.41 -0.37 0.00 -0.37 
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Table 3.5: Per-residue decomposed binding free energy of H274Y mutant neuraminidase 

for oseltamivir (OTV) obtained from MM-PBSA calculations. Binding free energy is 

decomposed into contributions from amino acid residues around OTV and includes        

van der Waals (vdW), electrostatic (ES), polar solvation, and non-polar solvation components. 

“Total” is the sum of binding free energy components (vdW, ES, polar, and non-polar) of an 

amino acid residue and represents the binding free energy of an amino acid residue contributed 

towards the total binding free energy of NA-OTV complex. 

Residue 
vdW 

[kcal mol−1] 

ES 

[kcal mol−1] 

Polar 

[kcal mol−1] 

Non-polar 

[kcal mol−1] 

Total 

[kcal mol−1] 

E119 -0.13 -19.47 5.37 0.00 -14.24 

D151 -0.29 -2.66 0.77 0.00 -2.18 

R152 -0.63 0.30 0.35 0.00 0.02 

S246 -0.59 0.43 0.12 0.00 -0.04 

E276 -0.73 -3.12 1.93 0.00 -1.92 

R292 -0.59 -18.61 3.24 0.00 -15.96 

R371 0.89 -30.53 5.34 0.00 -24.30 

Y406 -1.38 -0.03 0.04 0.00 -1.37 

 

3.4.2.1. dRIN of WT NA 

As shown in Figure 3.4a, in WT NA, OTV binding site contains five charged residues,    

E119, D151, R152, R292, and R371, forming strong hydrogen bond interactions with OTV. 

Among these, the three charged residues, E119, R292, and R371, formed very robust hydrogen 

bond interactions (100%); the remaining two charged residues, D151 and R152, have slightly 

lower hydrogen bond interaction occupancies (~90%) (Figure 3.5a and Table 3.2). The major 

contribution to the binding free energy of WT NA for OTV were made by E119, D151, R292, 

and R371, as shown in Figure 3.6a. The electrostatic interaction was the main component of 

contribution from these residues to the binding free energy of WT NA for OTV, as shown in 

Table 3.4. As shown in Table 3.2, the residues S246 and E276 formed close contact with OTV 

at approximately 50% occupancy, and these residues had no specific type of attractive 

interaction with OTV. As shown in Table 3.2, the main component of interaction between OTV 
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and Y406 was also close contact (35%) but formed small amount of vdW interaction (9%) as 

well. As shown in Figure 3.6a, the contribution from these three closely contacting residues, 

S246, E276, and Y406, to binding free energy of WT NA for OTV was very small.  

 As shown in Figure 3.4a, in the region adjacent to residue 274, H274 formed        

π-π stacking interactions with the aromatic residues, Y252 and H296, and vdW interaction with 

the aromatic residue W295. In Figure 3.4a, the edges corresponding to these residue-residue 

pairs only represented major interactions, but as shown in Table 3.2, the contributions of both 

π-π stacking and vdW interactions were significant in these aromatic residues. As shown in 

Table 3.2, the π-π stacking interaction between H274 and Y252 was very robust (100%), but 

the vdW interaction was also formed between these residues (~50%). As shown in Table 3.2, 

H274 and H296 formed both π-π stacking and vdW interactions, however, the π-π stacking 

interaction occupancy was 7% higher as compared to vdW interaction. As shown in Table 3.2, 

the main component of interaction between H274 and W295 was vdW interaction (~90%), 

however, the π-π stacking (~50%) and hydrogen bond (12%) interactions were also formed.   

As shown in Figure 3.4a, H274 formed hydrogen bond interactions with N294 and Y316.     

As shown in Table 3.2, the hydrogen bond interaction between H274 and N294 was          

very robust (~100%), but the vdW interactions (85%) were also formed frequently. As shown 

in Table 3.2, the hydrogen bond interaction occupancy between H274 and Y316 was 

approximately 50%. As shown in Table 3.2, the main component of interaction between H274 

and P301 was close contact (72%), but a weak vdW interaction (17%) was also formed. As 

shown in Table 3.2, both the close contact and vdW interaction were formed between H274 and 

D293, however, the vdW interaction occupancy was approximately 10% higher as compared to 

close contact. As shown in Table 3.2, the interaction between H274 and S246 were formed in 

very small fractions. 

 The dRIN graph shows that there was no direct interaction between OTV and   

residue 274 (Figure 3.4a). Hence, the reduction in binding affinity between NA and OTV after 

the H274Y mutation can be due to the indirect effects of changes in the residue interaction 

network. 

 

3.4.2.2. dRIN of H274Y mutant NA 

Figure 3.4b shows that in comparison with the dRIN of WT NA, the dRIN characteristics of 

the H274Y mutant NA changed significantly. As shown in Figure 3.5b, due to H274Y mutation, 

the occupancy of residue-ligand interactions between OTV and the binding site residues, E119, 
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D151, R152, and S246 reduced, whereas the occupancy of interaction between OTV and the 

binding site residue Y406 increased. Particularly, the occupancies of interaction between OTV 

and the binding site residues D151 and R152 were highly reduced (> 80%) and could be 

expected to have significant contribution to the reduced binding affinity of H274Y mutant NA 

with OTV. Figure 3.6b shows that due to H274Y mutation, the decomposed binding free energy 

of residues E119, D151, and R152 increased significantly, leading to destabilization of 

interaction between H274Y mutant NA and OTV. The residues D151 and R152 are part of the 

150-loop region of NA. According to previous studies, due to H274Y mutation, the 

conformation of the 150-loop region of NA can change from closed to open (Kar & Knecht, 

2012). Hence, due to the H274Y mutation, the OTV binding affinity to NA reduced because of 

the cleavage of residue-ligand interaction. 

 As shown in Figure 3.4b, even after H274Y mutation, the structure of dRIN of the 

H274Y mutation site remained almost unchanged, except for the interface bordering the OTV 

and a few residue-residue pairs. Particularly, the π-π stacking and vdW interactions were formed 

between H274 and H296 in WT NA, however, no interaction was formed between them in 

H274Y mutant NA (Figure 3.4 and Tables 3.2 and 3.3). Notably, in WT NA, the high 

occupancies of both vdW and hydrogen bond interactions were observed between H274 and 

N294; however, after the H274Y mutation, the occupancy of hydrogen bond interaction 

decreased as compared to WT NA, resulting in vdW interaction becoming more prevalent 

(Tables 3.2 and 3.3). Similarly, in both WT and H274Y mutant NA, the overall occupancy of 

interaction between residue 274 and D293 was approximately 80%, but the major component 

of interaction was vdW interaction in WT NA, and close contact in H274Y mutant NA (Tables 

3.2 and 3.3). 

 Figure 3.4b shows that three residues, S246, E276, and R292, were at the interface 

between H274Y mutation site and OTV binding site of NA and in H274Y mutant NA, these 

three interface residues were observed to have direct interaction with both residue 274 and OTV. 

H274Y mutation resulted in significant changes at the interface region in the dRIN. Figure 3.5b 

shows that due to H274Y mutation, the occupancies of interactions between the residue 274 

and the three interface residues, S246, E276, and R292, increased, whereas the occupancies of 

interactions between OTV and the three interface residues, S246, E276, and R292, remained 

almost unchanged. Notably, in WT NA, there was no interaction observed between H274 and 

E276; however, a strong hydrogen bond interaction (~100%) was formed between Y274 and 

E276 in H274Y mutant NA (Figure 3.4 and Tables 3.2 and 3.3). In contrast, close contact with 
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an occupancy of about 50% were formed between OTV and E276 in WT NA, and even after 

the H274Y mutation, this occupancy remained unchanged (Figure 3.4 and Tables 3.2 and 3.3). 

In WT NA, weak interactions with an overall occupancy of about 23% were formed between 

S246 and residue 274, and due to H274Y mutation, the occupancy of close contact increased to 

about 80% and the overall occupancy increased to about 90% (Tables 3.2 and 3.3). On the 

contrary, in WT NA, the close contact occupancy between OTV and S246 was 54%, and after 

H274Y mutation, this occupancy decreased, but the difference was small, approximately 17% 

(Tables 3.2 and 3.3). In WT NA, no interaction was formed between H274 and R292; however, 

after H274Y mutation, close contact (~40%) was formed between Y274 and R292 (Tables 3.2 

and 3.3). In contrast, in WT NA, a robust hydrogen bond interaction (100%) was formed 

between OTV and R292 and even after H274Y mutation, this occupancy remained unchanged 

(Tables 3.2 and 3.3).  

 

3.5. Discussion 

The results of dRIN analysis of WT and H274Y mutant NA clearly revealed that due to H274Y 

mutation, the residue interactions were partially altered at both H274Y mutation site and   

OTV binding site. Such changes in residue interactions can cause the reduction in OTV binding 

affinity to NA, resulting in drug resistance in influenza viruses. Based on the dRINs shown in 

Figure 3.4, the detailed molecular mechanism of OTV drug resistance caused by NA H274Y 

mutation can be explained as follows. 

 Due to the presence of bulky aromatic residues, Y252, W295, H296, and Y316, there 

is only a limited amount of free volume space accessible around residue 274. When histidine is 

mutated to the bulkier tyrosine at position 274 in NA, the phenyl and hydroxyl groups of Y274, 

which are the key contributors to the bulkiness, cannot be accommodated in such a limited 

amount of free volume space. After the H274Y mutation, the occupancy of interactions between 

residue 274 and its surrounding residues remained almost unchanged, except for S246, E276, 

R292, and H296. A strong hydrogen bond interaction is formed between interface residue E276 

and the Y274 hydroxyl group facing the OTV binding site. Furthermore, more close contacts 

are formed between the Y274 phenyl group and the interface residues, S246 and R292. 

However, even after H274Y mutation, these interface residues remain in close contact with 

OTV. Overall, the orientation of OTV is slightly disrupted by these interface residues. Due to 

the change in orientation of OTV, the 150-loop region is pushed out of the binding site through 

D151 and R152. This results in the opening of 150-loop and the loss of interaction between 
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OTV and 150-loop residues, D151 and R152. Figure 3.6 shows that D151 significantly 

contributes to stabilize the binding between NA and OTV. Therefore, it results in the reduction 

in OTV binding affinity to H274Y mutant NA. Hence, the H274Y mutant NA becomes highly 

resistant to OTV.  

 Previous studies have shown that a large shift in the orientation of E276 occurs after 

the H274Y mutation in NA as compared to WT NA, causing a large shift in the OTV orientation 

(Collins et al., 2008; Collins et al., 2009). As mentioned earlier, after the H274Y mutation, the 

150-loop of NA is reported to be in an open conformation (Kar & Knecht, 2012). Kar & Knecht 

(2012) showed that in the case of N8 NA, in both open and closed conformations of the    

150-loop, the interaction between OTV and the binding site residues is mediated by the 

hydrogen bond bridges formed by water molecules; however, in the case of H5N1 NA,      

no water-mediated binding of OTV was observed. In this study, we investigated the OTV drug 

resistance mechanism of the H5N1 H274Y mutant NA, and similar to their study,          

no water-mediated binding of OTV was observed. 

 Furthermore, we investigated how the drug binding mechanism of NA is affected by 

the 150-loop dynamics. By superimposing 100 snapshot images obtained from MD simulations, 

the conformational changes of the 150-loop region (residues 147−152) in the WT and H274Y 

mutant NA-OTV complexes are shown in Figure 3.7. As shown in Figure 3.7a, the 150-loop 

region of WT NA tends to form closed conformations, thus the hydrogen bond interactions 

between OTV and 150-loop residues, D151 and R152, can be formed frequently. However, the 

150-loop region of H274Y mutant NA is in the open conformation, thus the hydrogen bond 

interactions between OTV and 150-loop residues, D151 and R152, cannot be formed    

(Figure 3.7b). The structural fluctuations of each amino acid residue in the WT and H274Y 

mutant NA-OTV complexes are shown as B-factor values in Figure 3.8. The structural 

fluctuation of the 150-loop region of WT NA was significantly large (Figure 3.8). However, 

due to the H274Y mutation, the structural fluctuation of the 150-loop region significantly 

reduced (Figure 3.8). To summarize, Figures 3.7 and 3.8 shows that the 150-loop region of  

WT NA undergoes conformational changes with large fluctuations between the open and closed 

conformations, whereas the 150-loop region of H274Y mutant NA remains in open 

conformation. This behavior of the 150-loop region is consistent with that shown in the previous 

study (Kar & Knecht, 2012), and in this study, the dynamics of the 150-loop region was 

quantitatively clarified by combining it with the dRIN analysis. 
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The above discussion based on the dRIN analysis supports these previous studies and 

provides a new perspective for comprehensively understanding the molecular mechanism of 

OTV drug resistance in influenza viruses due to NA H274Y mutation. 

 

Figure 3.7: Snapshot images of the 150-loop region (residues 147-152) of (A) wild type 

(WT) and (B) H274Y mutant neuraminidase-oseltamivir complexes obtained from    

MD simulations (from Yadav et al., 2021a). The 150-loop region of NA is shown in red, and 

conformational changes are represented by superimposing 100 snapshot images obtained from 

MD simulation. Oseltamivir (OTV) is shown in green. Residues D151 and R152 are shown in 

orange. Figure extracted directly from the original article by Yadav et al. (2021a),         

with modifications, label added to both images (CC BY 4.0 license, 

https://creativecommons.org/licenses/by/4.0). 
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Figure 3.8: B-factor values for each residue (from Yadav et al., 2021a). The structural 

fluctuations of each amino acid residue in wild type (WT) and H274Y mutant neuraminidase 

bound to oseltamivir are shown as the B-factor values. The gray band represents the       

150-loop region (residues 147-152). Figure extracted directly from the               

original article by Yadav et al. (2021a), without modifications (CC BY 4.0 license, 

https://creativecommons.org/licenses/by/4.0). 

 

3.6. Conclusions 

In this study, we used MD simulations to theoretically investigate the molecular mechanism of 

OTV drug resistance in influenza virus due to the H274Y mutation in N1 NA. The effect of 

H274Y mutation on the residue interactions in the OTV binding site and H274Y mutation site 

of NA is quantitatively shown using dRIN graphs. The results of dRIN analysis revealed that 

the interaction between OTV binding site and H274Y mutation site of NA is mediated by three 

interface residues connecting them. After the H274Y mutation, the interaction between   

residue 274 and the three interface residues in NA significantly enhanced, resulting in 

significant reduction in the interaction between OTV and its surrounding 150-loop residues. 

Such changes in residue interactions could lead to the reduction of OTV binding affinity to NA, 

resulting in drug resistance of OTV in influenza viruses. To conclude, using dRIN analysis, we 

succeeded in understanding the characteristic changes in residue interactions after the H274Y 
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mutation, which can elucidate the molecular mechanism of drug resistance of OTV in influenza 

viruses. Finally, the dRIN analysis used in this study can be applied to a wide range of systems, 

including individual proteins, protein-protein complexes, and protein-ligand complexes, to 

characterize the dynamic characteristics of the residue interactions.  
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4. “Theoretical insights into the molecular mechanism of I117V mutation in 
neuraminidase mediated reduction of oseltamivir drug susceptibility in 
A/H5N1 influenza virus” 
 

4.1. Abstract 

The mutation of Ile-to-Val at position 117 (I117V) in neuraminidase (NA) causes the reduction 

in the susceptibility of oseltamivir (OTV) to A/H5N1 influenza viruses. However, the molecular 

mechanism of the effect of I117V mutation on the intermolecular interactions of NA-OTV 

complex has not been fully elucidated yet. In this study, we analyzed the characteristic 

conformational changes associated with the I117V mutation that results in the reduction of the 

binding affinity of OTV to NA using molecular dynamics (MD) simulations. The results of  

MD simulations revealed that the secondary structure changes around the mutation site due to 

the NA I117V mutation, had a significant effect on the residue interactions within the       

OTV binding site. In WT NA-OTV complex, the positively charged side chain of R118 (part of 

the β-sheet region) and the negatively charged side chain of E119 (part of the OTV-binding site 

residues) interacted frequently. This can lead to the reduction in the electrostatic repulsion 

between the negatively charged side chains of E119 and D151, thus both E119 and D151 can 

simultaneously form the hydrogen bond interactions with OTV more frequently, hence greatly 

contributing towards the OTV binding affinity to NA. Due to NA I117V mutation, the β-sheet 

occupancy of R118 decreases, leading to the less frequent interaction between the positively 

charged side chain of R118 and the negatively charged side chain of E119; resulting in the 

increase in electrostatic repulsion between the negatively charged side chains of E119 and D151 

as compared to the WT case, thus both E119 and D151 have difficulty in simultaneously 

forming hydrogen bond interactions with OTV, leading to the reduction in the OTV binding 

affinity to NA. Hence, the conformational changes in R118, E119, and D151 within the binding 

site and around the mutation site associated with the NA I117V mutation, results in the 

reduction of OTV susceptibility to influenza viruses. 

 

4.2. Introduction 

Influenza A virus is a zoonotic pathogen, that infects various birds and mammals, including 

human (Webster et al., 1992). Based on the antigenic variations in the surface glycoproteins, 

hemagglutinin (HA) and neuraminidase (NA), the influenza A viruses are categorized into 

various subtypes (Gamblin & Skehel, 2010). Till now, sixteen HA (H1-H16) and nine NA   
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(N1-N9) subtypes have been isolated from wild aquatic birds (Fouchier et al., 2005). HA binds 

to the terminal sialic acid of the surface receptor of the host cell and mediates entry of virus 

into the host cell via endocytosis. NA facilitates the exit of progeny viruses from the infected 

host cells by cleaving the bond between terminal sialic acid and cellular glycoconjugates. 

Currently, various anti-NA drugs are available for the influenza treatment, including oseltamivir 

(OTV), zanamivir, laninamivir, and peramivir (McKimm-Breschkin, 2013c). OTV is the most 

widely used anti-NA drug among them (Kim et al., 1997). 

 From avian and swine species as well as humans, OTV resistant H1N1 and H5N1 

viruses have been isolated (McKimm-Breschkin et al., 2007; Monto et al., 2006; Rameix-Welti 

et al., 2006). This indicates that not only drug-selective pressure, but also natural genetic 

variation could cause the reduction of OTV sensitivity to influenza viruses. Several H5N1 

viruses with an Ile-to-Val mutation at residue 117 (I117V) in NA were isolated from some avian 

species in the mid-2000s (Chen et al., 2010; Creanga et al., 2017; Govorkova et al., 2009;  

Hurt et al., 2007; Ilyushina et al., 2010; Kode et al., 2019; Marinova-Petkova et al., 2014; 

McKimm-Breschkin et al., 2007; McKimm-Breschkin et al., 2013b; Takano et al., 2013).      

In vivo and in vitro studies have shown that NA conferred reduced OTV susceptibility after the 

NA I117V mutation (Chen et al., 2010; Creanga et al., 2017; Hurt et al., 2007; Ilyushina et al., 

2010; Kode et al., 2019; McKimm-Breschkin et al., 2007; McKimm-Breschkin et al., 2013b; 

Takano et al., 2013). The NA active site comprises of eight functional residues [R118, D151, 

R152, R224, E276, R292, R371, and Y406; N2 numbering] and eleven framework residues 

[E119, R156, W178, S179, D198, I222, E227, H274, E277, N294, and E425; N2 numbering], 

and surprisingly residue 117 is not included in the NA active site (Colman et al., 1983;   

Colman et al., 1993). The molecular mechanism behind how the mutation at residue 117, which 

is not included in the NA active site, impacts the molecular interaction between OTV and NA 

indirectly is still unclear. 

 Several computational studies have investigated the molecular mechanism of 

reduction in OTV susceptibility to I117V mutant NA using molecular dynamics (MD) 

simulations (Mhlongo & Soliman, 2015; Takano et al., 2013). Takano et al. (2013) investigated 

the effect of NA I117V mutation on susceptibility of OTV in vivo, in vitro, and in silico. 

According to their experimental results, due to NA I117V mutation, OTV susceptibility to NA 

reduced slightly in vitro and dramatically in vivo. Furthermore, they investigated the molecular 

mechanism of reduction in OTV susceptibility to I117V mutant NA using a single 2.5 ns 

trajectory obtained from MD simulations. According to their computational results, the 
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decrease in the OTV binding affinity to I117V mutant NA is due to the loss of hydrogen bond 

between the side chain of R118 of NA and the OTV carboxyl group. Mhlongo & Soliman (2015) 

investigated the molecular mechanism of reduction in OTV susceptibility to I117V mutant NA 

by analyzing four distinctive 25 ns trajectories obtained from MD simulations. According to 

their computational results, the OTV orientation in the drug binding site of NA is disrupted after 

the I117V mutation, due to the loss of hydrogen bond between the side chain of E119 of NA 

and the OTV amino group, causing the reduction in OTV binding affinity to NA. The 

production trajectory of the MD simulations was too short to reach reliable statistical result in 

these previous computational studies. Additionally, they only focused on analyzing the changes 

in the direct interactions between the NA active site residues and OTV. However, the molecular 

mechanism of how the NA II17V mutation, which is not contained in the NA active site, could 

affect the intermolecular interaction with OTV is still unclear. 

 In this study, we computed four distinctive 100 ns MD simulations for the WT and 

I117V mutant NA bound to OTV in the A/H5N1 influenza virus. We investigated the 

characteristic conformational changes around the I117V mutation site of NA that significantly 

affected the intermolecular interactions with OTV, based on the multiple production trajectories 

obtained from MD simulations. The results revealed that the conformational change of R118 

near the I117V mutation site had significant effect on the interactions between OTV and active 

site residues, E119 and D151, resulting in the reduction of OTV binding affinity to NA after the 

I117V mutation. Hence, the present study succeeded in clarifying the molecular mechanism of 

how the I117V mutation reduces the OTV susceptibility to NA. 

 

4.3. Methods 

4.3.1. Initial structures 

The Amber 20 package was used for structure preparation and MD simulations (Case et al., 

2020). The crystal structure of WT NA-OTV complex in A/H5N1 avian influenza virus was 

obtained from the Protein Data Bank (PDB ID: 2HU4) (Russell et al., 2006) and a single 

monomer was used for modeling. The LEaP module in the Amber 20 package was used to 

generate the structure of I117V mutant NA-OTV complex by replacing isoleucine with valine 

at position 117 in the WT NA-OTV complex. One calcium ion is contained in H5N1 NA, which 

is required for structural stability (Smith et al., 2006). In the crystal structure of A/H5N1 NA 

registered as 2HU4, no calcium ion was found, therefore the coordinates of the calcium ion 

were determined from the related structure registered as 3CL0 (Collins et al., 2008). The 
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PDB2PQR server was used to determine the protonation state of histidine at pH 7 in the 

modeled complex (Dolinsky et al., 2004), and the other ionized residues (arginine, lysine, 

aspartic acid, and glutamic acid) were treated as charged entities. The missing hydrogen atoms 

of proteins and OTV were added using the LEaP module in the Amber 20 package. Eight 

disulfide bonds are present in H5N1 NA. The “bond” command was executed in the tLEaP 

program to form a covalent bond between the SG atoms of the proximate cysteine residues for 

each disulfide bond. For proteins, the FF14SB force field of AMBER was used (Maier et al., 

2015). For OTV, the Generalized AMBER Force Field (GAFF) was used (Wang et al., 2004). 

The restrained electrostatic potential fitting procedure was used to determine the partial atomic 

charges of OTV (Bayly et al., 1993), based on HF/6-31G(d) level of quantum chemistry 

calculations using Gaussian 16 program (Frisch et al., 2016). The WT and I117V mutant   

NA-OTV complexes were dissolved in a truncated octahedral box of TIP3P water molecules 

with a distance of at least 10 Å around them. The total charge of the complexes was neutralized 

by adding sodium counter ions. 

 

4.3.2. Molecular Dynamics (MD) simulations 

The PMEMD module of Amber 20 package was used to perform all MD simulations (Case et 

al., 2020). The energy minimization of each system was performed using the steepest descent 

method for first 500 steps, followed by the conjugate gradient method for the next 4,500 steps. 

After energy minimization, each system was gradually heated to 300 K over a period of 200 ps 

in the NVT ensemble, with a harmonic restraint weight of 2 kcal mol−1 Å−2 on the complexes, 

except for the hydrogen atoms. The weak-coupling algorithm was used to regulate the 

temperature (Berendsen et al., 1984). The SHAKE algorithm was used to constrain all bond 

lengths including hydrogen atoms (Ryckaert et al., 1977), allowing an MD time step of 2 fs to 

be used. Periodic boundary conditions were adopted. For the non-bonded interactions, a cut-off 

of 8 Å was used. The particle-mesh Ewald method was used to treat the long range electrostatics 

(Darden et al., 1993). After heating, the system was equilibrated by performing 10 ns of 

unrestrained MD simulations in the NpT ensemble at a pressure of 1.0 atm and a temperature 

of 300 K. The berendsen barostat was used to maintain the pressure. Finally, 100 ns of four 

distinctive MD simulations were performed starting with different coordinates and velocities in 

the NpT ensemble at a pressure of 1.0 atm and a temperature of 300 K, where the initial 

coordinates were randomly obtained from an additional 10 ns MD simulation trajectory after 

the equilibration phase and the initial velocities were randomly reassigned. The production 
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phase to be analyzed was the last 80 ns of MD simulations, which was determined based on the 

root mean square displacement (RMSD) of the protein backbone atoms with respect to the 

initial structure along the simulation time. Figure 4.1 shows the time series of RMSD of the 

WT and I117V mutant NA-OTV complexes. The time series of radius of gyration of the WT 

and I117V mutant NA-OTV complexes is shown in Figure D.1. After 20 ns, the changes in 

RMSD were almost constant, indicating that the MD simulations properly converged in the 

region of 20–100 ns. 

 
Figure 4.1: The time series of the root mean square displacement (RMSD) of four distinct 

MD trajectories of (A) wild type (WT) and (B) I117V mutant neuraminidase-oseltamivir 

complexes (from Yadav et al., 2021b). RMSDs for the protein backbone atoms in         

WT and I117V mutant NA for 15th to 365th amino acid residues, excluding both ends of NA, 

with respect to the initial structure along the simulation time. The production phase to be 

analyzed was the last 80 ns of MD simulations. Figure extracted directly from the      

original article by Yadav et al. (2021b), without modifications (CC BY 4.0 license, 

https://creativecommons.org/licenses/by/4.0). 

 

4.3.3. Binding free energy calculations 

The Molecular Mechanics Poisson Boltzmann Surface Area (MM-PBSA) continuum solvation 

method in the Amber 20 package (MMPBSA.py) was used to estimate the binding free energies 
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for OTV bound to WT and I117V mutant NA (Miller et al., 2012). The adaptive Poisson 

Boltzmann (PB) solver was used to estimate the electrostatic contribution to the solvation free 

energy (Baker et al., 2001). The dielectric properties of the protein interior and solvent phase 

are represented as dielectric constants in calculations using continuum methods. In the present 

study, the dielectric constant of the solvent phase was set to 80. As the NA active site consists 

of many charged residues, a relatively large dielectric constant is desirable for NA, hence, in 

the present study, the dielectric constant of the protein interior was set to 4 (Hou et al., 2011). 

The ionic strength was set at 150 mM. The ratio between the longest dimension of the 

rectangular finite-difference grid and that of the solute was set to four. The linear PB equation 

was solved using a maximum of 1,000 iterations. The Linear Combination of Pairwise Overlap 

(LCPO) algorithm was used to determine the surface area for the nonpolar solvation energy 

term (Weiser et al., 1999). MM-PBSA calculations were performed over 400 frames extracted 

from the four distinctive production phases of the MD simulations. 

 The entropy due to the vibrational degrees of freedom was calculated by normal mode 

analysis of 100 configurations using the NAB program in the Amber 20 package. Each 

configuration was energy minimized with a generalized Born solvent model, using a maximum 

of 10,000 steps with a target root-mean-square gradient of 10−3 kcal mol−1 Å −1. 

 

4.3.4. Dynamic Residue Interaction Network (dRIN) analysis 

The dynamic residue interaction network (dRIN) analysis was performed over 400 frames 

extracted from the four distinctive production phases of the MD simulations of the WT and 

I117V mutant NA bound to OTV (Yadav et al., 2021a). In this study, residue-ligand interactions 

were included in the residue interactions. The residue-residue and residue-ligand interactions 

were classified into specific types, including hydrogen bond, disulfide bridge, salt bridge,   

van der Waals (vdW) interaction, π-π stacking interaction, and π-cation interaction, using the 

RING 2.0 software (Piovesan et al., 2016). The hydrogen bonds between ligand and residues 

in the NA-OTV complex were detected using the CPPTRAJ program (Roe & Cheatham, 2013) 

in the Amber 20 package, as the RING 2.0 software missed them. Even though the RING 2.0 

software detected various types of interactions per residue pair, only one interaction per 

interaction type was considered. We further examined the interactions between residues that 

were not included in the attractive interactions detected by the RING 2.0 software but were in 

close contact with one another. In this study, two residues were identified as being in      

close contact, if 𝑑!" − $𝜎! + 𝜎"' < 0.4 Å, where 𝑑!" denotes the interatomic distance between          
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the i- and j-th atoms in the two residues and 𝜎! is the vdW radius of the i-th atom. Several 

molecular structure visualization and analysis programs, including UCSF Chimera software 

(Pettersen et al., 2004), have adopted this definition of close contact. By repeating the above 

procedure, the dRINs were formed using the sets of residue interactions and close contacts 

obtained from the MD simulations for the WT and I117V mutant NA-OTV complexes. The 

occupancy of residue interactions was calculated as the percentage of frames with interactions 

between residues in the MD simulation. The dRIN analysis is implemented using the ruby script 

(Appendix C.1). To graphically visualize the dRIN, with residues represented by nodes and 

interactions between residues represented by edges, various software can be used such as the 

Cytoscape software (Shannon et al., 2003) and it can also be visualized using Matplotlib library 

for Python programming language (Hunter, 2007). 

 

4.4. Results 

4.4.1. Binding structures and energies 

The snapshot images of the OTV binding site and the region around the I117V mutation site 

obtained from the MD simulations for the WT and I117V mutant NA bound to OTV is shown 

in Figure 4.2. As shown in Figure 4.2, in the WT and I117V mutant NA-OTV complexes,   

OTV forms hydrogen bond interactions with three positively charged residues, R152, R292, 

and R371, and two negatively charged residues, E119 and D151. No hydrogen bond interactions 

were observed between OTV and positively charged residue R118. This is supported by the  

co-crystal structure of WT A/H5N1 NA-OTV complex (PDB ID: 2HU4) (Russell et al., 2006) 

showing that R118 is not in a position to form hydrogen bond interactions with OTV. 

 The estimated binding free energies (∆G) of the WT and I117V mutant NA for OTV 

obtained from the MM-PBSA calculations, as well as the enthalpy (∆H) and entropy (T∆S), are 

summarized in Table 4.1. The estimated binding free energies of OTV for the WT and I117V 

mutant NA were −14.60 and −11.88 kcal mol-1, respectively. The I117V mutation increases the 

binding free energy of OTV by 2.72 kcal mol-1, which could slightly reduce the            

OTV susceptibility to NA. This is supported by the experimental fact that in H5N1 viruses, 

I117V mutant NA has a 3- to approximately 50-fold reduction in relative susceptibility to OTV 

as compared to WT NA (Chen et al., 2010; Creanga et al., 2017; Hurt et al., 2007; Ilyushina 

et al., 2010; Kode et al., 2019; McKimm-Breschkin et al., 2007; McKimm-Breschkin et al., 

2013b; Takano et al., 2013). According to the antiviral working group criteria of World Health 

Organization (WHO), influenza A viruses with less than 10-fold change in the half maximal 
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inhibitory concentration (IC50) value were characterized as exhibiting normal inhibition, while 

those with 10- to 100-fold and more than 100-fold changes exhibited reduced and highly 

reduced inhibition, respectively (World Health Organization, 2012). If experiments are 

performed under the same conditions, the relative binding free energy of ∆∆G = ∆G(1) - ∆G(2) 

can be approximated using ∆∆G @ RT ln (IC50(1) - IC50(2)), where T is the temperature and       

R is the ideal gas constant. The experimentally observed 3- to 50-fold change in the IC50 value 

associated with the I117V mutation in NA, corresponds to a binding free energy difference of 

0.7−2.3 kcal mol−1. The current results are in qualitative agreement with the previous 

experimental studies, implying that the MD simulations, which are the basis of the subsequent 

analyses, are reliable. 

 In this study, we adopted the single-trajectory approach in MM-PBSA calculation 

because it assumes that no significant conformational changes occur upon ligand binding. The 

single-trajectory approach in MM-PBSA calculation has been widely used in previous studies, 

to compute the binding free energy differences as it has good balance between computational 

cost and reliability (Wang et al., 2019). In some cases, the single-trajectory approach in    

MM-PBSA calculation used in this study is less reliable for computing the binding free energies 

as compared to the multiple-trajectory approach in MM-PBSA calculation that considers the 

conformational changes upon ligand binding. However, we emphasize that the binding free 

energy difference of 2.72 kcal mol−1 between the WT and I117V mutant NA-OTV complexes 

observed in this study is in good agreement with the experimentally observed value of       

0.7–2.3 kcal mol−1, which shows that our MD simulations are sufficiently reliable for 

investigating changes in various intra-protein interactions, including hydrogen bond 

interactions, and secondary structures, which is the focus of this study. 

 As shown in Figure 4.2, in both WT and I117V mutant NA-OTV complex, there is  

no direct interaction between residue 117 of NA and OTV. Thus, after the I117V mutation, the 

reduction in OTV binding affinity to NA could be the result of indirect effects caused by 

changes in the interaction network of amino acid residues within the protein. As shown in Table 

4.1, there is almost no change in the entropic component (TΔS) after the I117V mutation, 

indicating that the difference in the binding free energies (ΔΔG) is mostly enthalpy driven rather 

than entropy driven. Based on this observation, subsequent analyses that focus on the factors 

responsible for changes in direct interactions between NA and OTV are expected to be reliable. 

To elucidate the molecular mechanism of how the II17V mutation of NA, which is not contained 

in the drug binding site of NA, could decrease the OTV susceptibility to NA, we performed the 
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following detailed analysis based on MD simulations. 

 
Figure 4.2: Snapshot images of (A) wild type (WT) and (B) I117V mutant neuraminidase-

oseltamivir complexes (from Yadav et al., 2021b). In upper panels, the overall structure of the 

complex is shown in the cartoon representation, where the helix region is shown in red and the 

sheet region is shown in blue. In lower panels, the oseltamivir (OTV) binding site and the region 

around the I117V mutation site are shown. OTV is shown in green, residue 117 is shown in 

orange, and the residue adjacent to the residue 117 is shown in purple. In the OTV binding site, 

the positively charged residues (R118, R152, R156, R292, and R371) are shown in blue, 

whereas the negatively charged residues (E119 and D151) are shown in red. The snapshot 

images of WT and I117V mutant NA-OTV complexes colored by atom are shown in     

Figure D.3. The superimposed snapshot image of WT and I117V mutant NA-OTV complexes 

colored by atom is shown in Figure D.4. Figure extracted directly from the                   

original article by Yadav et al. (2021b), without modifications (CC BY 4.0 license, 

https://creativecommons.org/licenses/by/4.0). 
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Table 4.1: Calculated binding free energies of wild type (WT) and I117V mutant 

neuraminidase for oseltamivir obtained from MM-PBSA calculations. 

 
ΔH 

[kcal mol−1] 

TΔS 

[kcal mol−1] 

ΔG 

[kcal mol−1] 

ΔΔG 

[kcal mol−1] 

WT −33.78 ± 0.08 −19.18 ± 1.15 −14.60 ± 1.23  

I117V −31.06 ± 0.08 −19.18 ± 1.20 −11.88 ± 1.28 2.72 

 

4.4.2. Dynamic Residue Interaction Network (dRIN) analysis 

Figure 4.3 shows the dRIN graphs for the WT and I117V mutant NA-OTV complexes as well 

as the difference between I117V mutant and WT (I117V-WT), showing any type of interactions 

(any), hydrogen bonds (hb), and van der Waals interaction (vdw). In I117V-WT, the bonds lost 

are represented in red color and bonds gained are represented in blue color. In a dRIN graph, 

an amino acid residue or a ligand is shown by a node, and a residue-residue or a residue-ligand 

interaction is shown by an edge connecting the two nodes. In most current approaches, a single 

structure is used to model RIN (Piovesan et al., 2016; Shcherbinin & Veselovsky, 2019).   

dRIN is an extension of the original version as it models using multiple structures and provides 

statistical insights into residue interactions (Yadav et al., 2021a). The occupancy of interactions 

between residues is shown by the thickness of the edge.  

 As shown in dRIN graph of I117V-WT in Figure 4.3, after the I117V mutation, most 

changes in residue interactions are concentrated near the OTV binding site and in the region 

adjacent to the residue 117, but changes in residue interactions at other sites also occurs. In 

general, it is assumed that due to the mutation, changes in residue interactions would occur only 

at the drug-binding site and the mutation site. However, as shown in dRIN graph of I117V-WT 

in Figure 4.3, after the I117V mutation, changes in residue interactions occurs not only at the 

OTV binding site and mutation site, but also at other sites. Hence, by using dRIN analysis, we 

could observe the changes in residue interactions associated with the mutation in the whole 

system, including the binding site, the mutation site, and the other sites.  

 To further examine the effect of I117V mutation on the interaction between NA and 

OTV, we performed the following detailed analysis based on MD simulations. 
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Figure 4.3: Dynamic residue interaction network (dRIN) graphs of neuraminidase-

oseltamivir complexes. dRINs for wild type (WT), I117V mutant (I117V) and the difference 

between I117V mutant and WT (I117V-WT), showing any type of interactions (any), hydrogen 

bond interactions (hb), and van der Waals interaction (vdw). In I117V-WT, the bonds lost are 

shown in red color and the bonds gained are shown in blue color. The thickness of edge 

represents the occupancy of interactions. 

 

4.4.3. Hydrogen bond analysis 

Figure 4.4 shows the hydrogen bond occupancies of the WT and I117V mutant NA for OTV 

during the MD simulations. In hydrogen bond occupancies, the standard errors are small      

(< 1%); the 95% confidence intervals for hydrogen bond occupancies are represented as error 

bars in Figure 4.4. PYTRAJ (Nguyen et al., 2016), a Python front-end package of the CPPTRAJ 

program (Roe & Cheatham, 2013), was used to determine the hydrogen bond interactions. As 

shown in Figure 4.4, in NA-OTV complex, OTV forms hydrogen bond interactions with five 

charged amino acid residues, E119, D151, R152, R292, and R371. When forming hydrogen 

bond interactions with OTV, the side chains of R152, R292, and R371 acted as hydrogen donors, 

whereas the side chains of E119 and D151 acted as hydrogen acceptors. In both WT and I117V 

mutant NA-OTV complexes, the occupancies of the hydrogen bond interactions formed by 
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R292 and R371 with OTV were approximately 100%, showing that the interactions were 

extremely stable. The hydrogen bond interaction between R152 and OTV was observed to be 

relatively unstable, having an occupancy of about 60% in both WT and I117V mutant NA-OTV 

complexes. After NA I117V mutation, significant changes were observed in the hydrogen bond 

interactions formed by OTV with E119 and D151. Due to NA I117V mutation, the hydrogen 

bond occupancy between OTV and E119 enhanced by about 10%, while the hydrogen bond 

occupancy between OTV and D151 reduced by about 30%. When not bound to OTV,      

D151 formed hydrogen bond interaction with the adjacent positively charged amino acid 

residue R156. Hence, the instability of the hydrogen bond interaction between D151 and OTV 

caused by the I117V mutation might be the major reason for the reduction in OTV binding 

affinity to NA. 

 
Figure 4.4: Hydrogen bond occupancies of oseltamivir (OTV) for wild type (WT) and 

I117V mutant neuraminidases (from Yadav et al., 2021b). When forming hydrogen bond 

interactions with OTV, the side chains of R152, R292, and R371 acted as hydrogen donors, 

whereas the side chains of E119 and D151 acted as hydrogen acceptors.                 

Error bars represent 95% confidence intervals. Figure extracted directly from the       

original article by Yadav et al. (2021b), without modifications (CC BY 4.0 license, 

https://creativecommons.org/licenses/by/4.0). 

  

4.4.4. Secondary structure analysis 

Figures 4.5a and 4.5b show the secondary structure occupancies in the region between 100th 

and 150th residues of NA for the WT and I117V mutant NA-OTV complexes, respectively. 



 63 

Figure 4.5c shows the changes in secondary structure occupancies caused by I117V mutation. 

The secondary structure occupancies of all NA residues in the WT and I117V mutant NA-OTV 

complexes are shown in Figure D.2. In secondary structure occupancies, the standard errors are 

small (< 1%); the 95% confidence intervals for secondary structure occupancies are represented 

as error bars in Figures 4.5a, 4.5b and 4.5c. PYTRAJ package (Nguyen et al., 2016) was used 

to classify secondary structures into 3 simplified categories (helix, sheet, and coil) based on the 

DSSP program (Kabsch & Sander, 1983). The secondary structure occupancies were computed 

using the assignment results for 3,200 three-dimensional structures extracted from four 

distinctive 80 ns trajectories in the production phase of MD simulations. The helix and sheet 

components are shown by red and blue bars, respectively, whereas the rest represents the coil 

in Figure 4.5. 

 As shown in Figure 4.2, NA has an overall β-sheet-rich structure with partial helices. 

As shown in Figure 4.5a, in WT NA, the helix components were found in the region between 

105th and 111th residues and between 143rd and 149th residues of NA. The residue of interest of 

this study, 117th residue, was located in the β-sheet region formed between 115th and 124th 

residues. The secondary structure of NA was significantly changed due to the I117V mutation. 

 As shown in Figure 4.5c, after the I117V mutation, the occupancy of the helix 

component formed in the region between 147th and 149th residues was significantly decreased. 

Due to the I117V mutation, the secondary structure near the mutation site was also altered, 

showing that the β-sheet occupancy of R118 was decreased by about 12%. This may be because 

of a change in R118 orientation due to the mutation of the bulkier isoleucine to the smaller 

valine at 117th residue in NA, which causes the reduction in the hydrogen bond interaction with 

residue L134 located in the adjacent antiparallel β-sheet region. Such conformational changes 

of R118, which is a part of the drug binding site of NA, would cause the reduction in        

OTV binding affinity to I117V mutant NA, due to the indirect effect of the isoleucine to valine 

mutation at residue 117. 
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Figure 4.5: Secondary structure occupancies in the region between 100th and 150th 

residues for the neuraminidase-oseltamivir complexes (from Yadav et al., 2021b). (A) Wild 

type (WT) and (B) I117V mutant NA-OTV complexes. (C) Change in the secondary structure 

occupancies after the I117V mutation. Three categories (Helix, Sheet & Coil) were used to 

simplify the secondary structure classification. The helix component is shown by red bars and 

the sheet component is shown by blue bars, whereas the coil component is represented by the 

rest. Error bars represent 95% confidence intervals. Figure extracted directly from the original 

article by Yadav et al. (2021b), with modifications, label updated to (∆Occupancy [%]) for the 

last panel (C) (CC BY 4.0 license, https://creativecommons.org/licenses/by/4.0). 
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4.4.5. Residue-residue and residue-drug interactions 

Figure 4.6 shows the correlations between the distances of the R118-E119 pair (RR118-E119) and 

the D151-OTV pair (RD151-OTV) in the WT and I117V mutant NA-OTV complexes as scatter 

plots (shown in center panel) and probability densities (shown in upper and side panel); the  

WT NA-OTV complex data is shown in green color, whereas the I117V mutant NA-OTV 

complex data is shown in orange color. The interatomic distance between the carbon atom in 

the guanidino group of R118 and the carbon atom in the carboxyl group of E119 was measured 

to determine the value of RR118-E119. The interatomic distance between the carbon atom in the 

carboxyl group of D151 and the nitrogen atom in the amino group of OTV was measured to 

determine the value of RD151-OTV. The conformational fluctuations of OTV binding site and 

adjacent I117V mutation site in the WT and I117V mutant NA bound to OTV are shown in 

Figure 4.7, by superimposing 100 snapshot images obtained from MD simulations. By 

superimposing 100 snapshot images obtained from MD simulations, the conformational 

changes of the 150-loop region (residues 147−152) in the WT and I117V mutant NA-OTV 

complexes are shown in Figure D.5. 

 As shown in Figure 4.6, in the WT NA-OTV complex, the distribution of RD151-OTV 

was monomodal and generally localized near 3.6 Å, implying that D151 tends to interact with 

OTV by forming hydrogen bond interactions. On the contrary, the distribution of RR118-E119 was 

bimodal, with one strong distribution near 4.2 Å and another weak distribution near 6.0 Å, 

implying that the side chains of R118 and E119 tended to interact closely, but were sometimes 

too far apart to interact. In the superimposed snapshot images of the three-dimensional structure 

of WT NA-OTV complex shown in Figure 4.7a, these characteristic conformational 

fluctuations of R118, E119, and D151 can be seen. 

 As shown in Figure 4.6, in I117V mutant NA-OTV complex, the distribution of   

RD151-OTV was bimodal, with a peak localized near 3.6 Å, like the WT case and an additional 

peak localized near 6.2 Å, unlike the WT case; indicating that the frequency of hydrogen bond 

interaction between D151 and OTV was decreased due to the I117V mutation, which is also 

supported by the hydrogen bond occupancies results shown in Figure 4.4. The relatively large 

peak near 6.2 Å also indicates that due to the I117V mutation, the 150-loop of NA was 

frequently opened (Figure D.5), which is also supported by the observation in the NA mutants 

of various other drug-resistant strains (Han et al., 2012; Kar & Knecht, 2012; Schaduangrat et 

al., 2016; Woods et al., 2012; Yadav et al., 2021a). The distribution of RR118-E119 was multimodal, 

with peaks around 4.2 Å and 6.0 Å, like the WT case, and an additional weak peak around    
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7.4 Å, unlike the WT case. Here, in comparison with the WT case, the probability density of 

the main distribution near 4.2 Å was reduced, whereas the other distributions near 6.0 Å and 

7.4 Å enhanced; indicating that the side chains of R118 and E119 tended to separate frequently 

due to the I117V mutation, thus not interacting with each other, in comparison with the WT 

case. 

 In Figure 4.6, the center panel shows the scatter plot for the distance between     

R118 and E119 (RR118-E119) versus the distance between D151 and OTV (RD151-OTV) in WT and 

I117V mutant NA-OTV complexes. As shown in Figure 4.6, after the I117V mutation, the 

distance between R118 and E119 increased and the distance between D151 and OTV also 

increased. This indicates that there is a positive correlation between them; indicating that as the 

interaction between the side chains of R118 and E119 decreases after the I117V mutation, the 

interaction between the side chain of D151 and the OTV amino group also decreases.  
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Figure 4.6: Correlations between residue-residue and residue-inhibitor interactions (from 

Yadav et al., 2021b). The center panel shows the scatter plot for the distance between R118 and 

E119 (RR118-E119) versus the distance between D151 and OTV (RD151-OTV) in wild type (WT) and 

I117V mutant NA-OTV complexes. The upper panel shows the probability density function 

distribution of the distance between R118 and E119 (RR118-E119) in WT and I117V mutant NA-

OTV complexes. The right panel shows the probability density function distribution of the 

distance between D151 and OTV (RD151-OTV) in WT and I117V mutant NA-OTV complexes. In 

all three panels, the WT NA-OTV complex data is shown in green color, whereas the I117V 

mutant NA-OTV complex data is shown in orange color. Figure extracted directly from the 

original article by Yadav et al. (2021b), with modifications, label (Probability Density) is added 

to the upper and side panel (CC BY 4.0 license, https://creativecommons.org/licenses/by/4.0). 
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Figure 4.7: Superimposed snapshot images for the neuraminidase-oseltamivir complexes 

(from Yadav et al., 2021b). (A) Wild type (WT) and (B) I117V mutant NA-OTV complexes. 

OTV is shown in green, residue 117 is shown in orange, and the residue adjacent to the    

residue 117 is shown in purple. In the OTV binding site, the positively charged residues    

(R118, R152, R156, R292, and R371) are shown in blue, and the negatively charged residues 

(E119 and D151) are shown in red. Figure extracted directly from the                         

original article by Yadav et al. (2021b), without modifications (CC BY 4.0 license, 

https://creativecommons.org/licenses/by/4.0). 

 

4.5. Discussion 

4.5.1. WT NA-OTV complex 

In the WT NA-OTV complex, the residue-residue interaction between R118 and E119 may play 

a vital role in increasing the residue-inhibitor interaction between D151 and OTV to enhance 

the OTV binding affinity to WT NA. As shown in Figures 4.2a and 4.7a, the negatively charged 

side chains of E119 and D151 simultaneously interacts with the positively charged amino group 

of OTV. When E119 and D151 simultaneously interacts with OTV, they tend to approach each 

other, but the closer they get, the stronger the electrostatic repulsion between the negatively 

charged side chains. However, as shown in Figure 4.4, for both the E119-OTV and D151-OTV 

pairs, the hydrogen bond occupancy was about 80%, implying that the hydrogen bond 

interaction of E119 and D151 with OTV was relatively stable. As shown in Figure 4.5a, R118 

is a part of the β-sheet region, implying that its side chain orientation can be rigid. Due to the 

strong directivity of R118, derived from its secondary structure formation, its positively charged 

side chain and the negatively charged side chain of the adjacent E119 can interact frequently. 

The positive and negative charges of the side chains of R118 and E119 neutralize each other 
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when they interact, resulting in the suppression of the electrostatic repulsion between the 

negatively charged side chains of E119 and D151. Hence, both E119 and D151 can form 

hydrogen bond interaction with OTV simultaneously, increasing OTV binding affinity to NA. 

 

4.5.2. I117V mutant NA-OTV complex 

In the I117V mutant NA-OTV complex, the reduction in OTV binding affinity to NA may be 

caused by the decrease in residue-inhibitor interaction between D151 and OTV, along with the 

decrease in residue-residue interaction between R118 and E119. As shown in Figure 4.5c, after 

the I117V mutation, the β-sheet occupancy of R118 reduced, implying that the directionality of 

its side chain was weakened. Due to the weakening of the directionality of the positively 

charged side chain of R118, its interaction with the negatively charged side chain of the adjacent 

E119 was reduced. Figure 4.6 shows the reduced interactions between the side chains of R118 

and E119. As mentioned earlier, the interaction between R118 and E119 in the WT NA-OTV 

complex can contribute to the reduction of the electrostatic repulsion between E119 and D151. 

However, as the interaction between R118 and E119 is reduced in the I117V mutant NA-OTV 

complex, the electrostatic repulsion between E119 and D151 can be increased. This inhibits 

both E119 and D151 to simultaneously form the hydrogen bond interaction with the same 

positively charged amino group of OTV, causing the reduction in OTV binding affinity to NA. 

Hence, after the I117V mutation, the change in the interactions of these residues causes the 

slight reduction in the OTV binding affinity to NA, leading to the reduction in drug 

susceptibility of OTV to influenza viruses. 

 As mentioned in the Introduction, several computational studies have reported on the 

molecular mechanism underlying the reduction in OTV susceptibility to the I117V mutant NA 

using MD simulations (Mhlongo & Soliman, 2015; Takano et al., 2013). Takano et al. (2013) 

analyzed a single 2.5 ns trajectory obtained from MD simulations to show that the reduction in 

OTV susceptibility to NA after I117V mutation is due to the loss of hydrogen bond interaction 

between the side chain of R118 of NA and the carboxyl group of OTV. Previously, a study by 

Takano et al. (2013) showed that the hydrogen bond interactions are formed between the OTV 

and R118 of WT NA; however, this was not observed in the previous study by           

Mhlongo & Soliman (2015) as well as in the current study. We speculate that this discrepancy 

is because in the previous study by Takano et al. (2013) the MD trajectory used for analysis 

was too short to adequately sample the system’s conformational space. Mhlongo & Soliman 

(2015) analyzed four distinctive 25 ns trajectories obtained from MD simulations to show that 



 70 

the I117V mutation affects the residue-residue interactions in NA, causing the change in 

conformation of the drug binding site, leading to the change in the residue-inhibitor interaction 

between NA and OTV; however, the details were unclear. In the current study, we analyzed four 

distinctive 80 ns trajectories obtained from MD simulations to elucidate the correlation between 

the residue-residue interaction of the R118-E119 pair and the residue-inhibitor interaction of 

the D151-OTV pair in NA-OTV complexes, as shown in Figure 4.6. Hence, we clarified the 

detailed molecular mechanism of how the I117V mutation in NA causes the change in      

inter-residue interactions between R118, E119, and D151, and leads to the destabilization of the 

residue-inhibitor interaction between D151 and OTV, resulting in the reduction in OTV 

susceptibility to NA. 

 We speculate that the I117V mutation impacts not only the OTV susceptibility to NA 

but also viral fitness. Regarding viral fitness, we expect to extend the current study in the future 

to determine the impact of the I117V mutation on the binding affinity between NA and natural 

sialic acid substrate. However, according to Adams et al. (2019), viral fitness depends not only 

on the substrate-enzyme binding affinity, but also on the enzyme’s catalytic efficiency. Hence, 

to study the effect of NA mutations on viral fitness, it is necessary to clarify the catalytic 

reaction mechanism of NA using expensive computational methods, such as the QM/MM 

method (Sousa et al., 2017). As the analysis of the catalytic reaction mechanism of NA is far 

beyond the scope of this study, we only mention it here as a future subject. 

 

4.5.3. Designing a potential drug design against I117V mutant strains 

As summarized in Table 4.1, due to the I117V mutation, the binding free energy of OTV to NA 

increased by 2.72 kcal mol−1, corresponding to an approximately 100-fold reduction in the 

relative susceptibility of OTV to the I117V mutant NA as compared to the WT NA. Due to the 

I117V mutation in NA, the IC50 value of OTV has been experimentally observed to change by 

3- to approximately 50-fold (Chen et al., 2010; Creanga et al., 2017; Hurt et al., 2007; 

Ilyushina et al., 2010; Kode et al., 2019; McKimm-Breschkin et al., 2007;          

McKimm-Breschkin et al., 2013b; Takano et al., 2013). As compared to the mutations that are 

selected under drug pressure and causes the increase in IC50 value by more that 600-fold, such 

as H274Y mutation in NA (Hurt et al., 2012b), the I117V mutation in NA does not dramatically 

affect the OTV susceptibility. Hence, OTV treatment may be effective against the influenza 

virus I117V mutant strain. However, in synergism with other mutations, the I117V mutation 

may cause the OTV resistance. For example, Hurt et al. (2012b) showed that after the dual 
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H274Y + I117V mutation in NA the OTV susceptibility reduced significantly (a 1896-fold 

increase in IC50) as compared to the H274Y mutation alone (a 650-fold increase in IC50). Hence, 

based on the new knowledge acquired in the present study, we propose drug design guidelines 

that avoid the loss of drug sensitivity caused by the I117V mutation in NA, to be prepared for 

the possible emergence of potent drug resistant strains. 

 Based on our study, we propose that an anti-NA inhibitor with a longer positively 

charged group is better than the one with a shorter positively charged group, such as the    

OTV amino group, to avoid resistance from the I117V mutation in NA that affects the 

interaction of drug binding site residues, E119 and D151, with the inhibitor. A longer positively 

charged group in the anti-NA inhibitor could help in the reduction of the electrostatic repulsion 

between the negatively charged side chains of E119 and D151. For example, to interact with 

the drug binding site residues, E119 and D151, OTV has a short positively charged amino 

group, whereas zanamivir has a long positively charged guanidino group. In fact, due to the 

I117V mutation in NA, the IC50 value of OTV changed significantly by 50-fold, whereas the 

IC50 value of zanamivir changed by only 1.6-fold, indicating that zanamivir is effective against 

the influenza virus I117V mutant strain (McKimm-Breschkin et al., 2013b). In this study, we 

analyzed the detailed molecular mechanism of OTV resistance caused by the I117V mutation 

in NA using molecular simulations, which helped in the establishment of new molecular design 

guidelines that effectively solve the problem of drug resistance. 

 

4.6. Conclusions 

In this study, we used MD simulations to theoretically investigate the detailed molecular 

mechanism of reduction in OTV drug susceptibility after the I117V mutation in NA in the 

A/H5N1 influenza virus. 

 In the WT NA-OTV complex, the interaction between R118 and E119 can play a 

significant role to increase the OTV binding affinity for NA. In this case, the positively charged 

side chain of R118, included in the β-sheet region, can interact with the negatively charged side 

chain of E119 frequently, to prevent the electrostatic repulsion between the negatively charged 

side chains of E119 and D151. This makes it possible for both the negatively charged side 

chains of E119 and D151 to simultaneously form hydrogen bond interactions with the same 

positively charged amino group of OTV, resulting in significant contribution towards the OTV 

binding affinity of NA. 
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In the I117V mutant NA-OTV complex, the OTV binding affinity to NA can be reduced 

by decreasing the frequency to form the interaction between R118 and E119. In this case, the 

I117V mutation in NA causes the reduction in the frequency of interaction between the 

positively charged side chain of R118 and the negatively charged side chain of E119 by 

reducing the β-sheet occupancy of R118. This results in the increase in the electrostatic 

repulsion between the negatively charged side chains of E119 and D151, thereby making it 

difficult for them to simultaneously form the hydrogen bond interaction with the same 

positively charged amino group of OTV, which in turn causes the reduction in the OTV binding 

affinity to NA. Hence, after the I117V mutation in NA, the influenza viruses become        

less susceptible to OTV due to the changes in the residue interactions between R118, E119, and 

D151. 

The present study has succeeded in clarifying the molecular mechanism of how the 

I117V mutation in NA causes the reduction in OTV drug susceptibility to the A/H5N1 influenza 

virus. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 73 

5. Thesis summary 
Influenza viruses are known to cause influenza, also known as flu, a highly contagious 

respiratory illness. Neuraminidase (NA), the influenza virus surface glycoprotein, plays a 

crucial role in replication and transmission of influenza virus. Thus, NA is used as a molecular 

drug target to develop anti-influenza drugs. Currently, four types of NA inhibitors, oseltamivir 

(OTV), zanamivir, peramivir, and laninamivir, are used for treatment and prevention of 

influenza in Japan. However, influenza virus drug resistant strains are emerging rapidly. 

Previously, several studies have reported on influenza virus drug resistance mechanism, but the 

detailed molecular mechanism of drug resistance in influenza virus is still not clear. 

 This study aimed to elucidate the detailed molecular mechanism of drug resistance in 

two mutant strains of A/H5N1 influenza virus, which reduces OTV sensitivity as compared to 

wild type (WT). Particularly, the H274Y mutant influenza virus strain in which histidine is 

mutated to bulkier tyrosine at residue 274 in NA, and the I117V mutant influenza virus strain 

in which bulkier isoleucine is mutated to smaller valine at residue 117 in NA, which reduces 

OTV binding affinity to NA as compared to WT, the detailed molecular mechanism of drug 

resistance of these mutant strains has been elucidated using molecular dynamics (MD) 

simulations.  

 In the study of H274Y mutant strain of influenza virus, a new method based on MD 

simulations, dynamic residue interaction network (dRIN) analysis, has been developed to 

quantitatively clarify the dynamic interaction network between amino acid residues in a protein.  

Using dRIN analysis, based on MD simulations, the correlation between OTV binding site and 

H274Y mutation site of NA was investigated. The results of dRIN analysis revealed that the 

OTV binding site and H274Y mutant site of NA interact indirectly via three interface residues, 

S246, E276, and R292, connecting the two sites. Due to the H274Y mutation, the interaction 

between residue 274 and the three interface residues, S246, E276, and R292, significantly 

increased, causing significant decrease in the interaction between OTV and its surrounding  

150-loop residues, D151 and R152. To conclude, such changes in residue interactions after the 

H274Y mutation, causes the reduction in OTV binding affinity to NA, resulting in OTV drug 

resistance in influenza viruses. Hence, this study successfully clarified the molecular 

mechanism by which the H274Y mutation in NA caused OTV drug resistance to A/H5N1 

influenza virus, using dRIN analysis based on MD simulations. 

 In the study of I117V mutant strain of influenza virus, the characteristics structural 

changes in NA due to I117V mutation was investigated based on MD simulations. The results 
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of MD simulations revealed that in the WT NA-OTV complex, the interaction between R118, 

a part of β-sheet region, and E119, a part of OTV binding site of NA, played a crucial role in 

increasing the OTV binding affinity to NA. In this case, the positively charged side chain of 

R118 and the negatively charged side chain of E119 interacted frequently, thereby preventing 

the electrostatic repulsion between the negatively charged side chains of E119 and D151. This 

made it possible for both E119 and D151 to simultaneously form the hydrogen bond interactions 

with the same positively charged amino group of OTV, thus contributing significantly towards 

the OTV binding affinity of NA. In the I117V mutant NA-OTV complex, the OTV binding 

affinity to NA reduced due to decreased frequency of interaction between R118 and E119. In 

this case, due to the I117V mutation, the β-sheet occupancy of R118 reduced, resulting in 

reduced frequency of interaction between the positively charged side chain of R118 and the 

negatively charged side chain of E119. This resulted in increase in the electrostatic repulsion 

between the negatively charged side chains of E119 and D151, thus making it difficult for both 

E119 and D151 to simultaneously form the hydrogen bond interactions with the same positively 

charged amino group of OTV, causing the reduction in OTV binding affinity to NA. Hence, due 

to the I117V mutation in NA, the influenza viruses became less susceptible to OTV because of 

the changes in the residue interactions among R118, E119, and D151. Hence, this study 

successfully clarified the molecular mechanism by which the I117V mutation of NA, which is 

not included in the OTV binding site of NA, caused the reduction in OTV drug susceptibility 

to the A/H5N1 influenza virus, using MD simulations. 

 To conclude, this study succeeded in clarifying the detailed molecular mechanism of 

drug resistance in two mutant strains, H274Y and I117V, of A/H5N1 influenza virus from a 

completely different perspective. The achievements of this study enable us to design effective 

novel anti-influenza drugs rationally avoiding drug resistance, which is expected to contribute 

significantly to the treatment against influenza. Finally, the dRIN analysis newly developed in 

this study can be applied to a wide variety of systems, including individual proteins,    

protein-protein complexes, and protein-ligand complexes, to characterize the dynamic aspects 

of the residue interactions.  
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Appendix A: Introduction to Molecular Dynamics (MD) simulations  
Molecular dynamics (MD) simulations are an important tool for gaining atomic-level insights 

into the structural, dynamic, and thermodynamic properties of a molecular system. Newton’s 

second equation can be solved to stimulate the dynamics of nuclei approximately behaving like 

classical particle. 	

F = 𝑚𝑎 

−
𝑑𝑉
𝑑𝑟 = 𝑚

𝑑#𝑟
𝑑𝑡# 

Here, for particle at position r, the force (F) on particle is in the negative direction of the gradient 

of potential energy (V). 

 

A.1. Integration algorithms 

Integration algorithms are the numerical method to solve Newton’s second equation. 

 

A.1.1. Verlet algorithm 

For particle at position (ri), Taylor expansion can be used to derive position (ri+1) at later time 

step (∆t): 

𝑟!$% =	𝑟! +	
𝜕𝑟
𝜕𝑡
(∆𝑡) +

1
2
𝜕#𝑟
𝜕𝑡# (∆𝑡)

# +	
1
6
𝜕&𝑟
𝜕𝑡& (∆𝑡)

& +⋯ 

𝑟!$% =	𝑟! +	𝑣!(∆𝑡) +
1
2𝑎!(∆𝑡)

# +	
1
6 𝑏!(∆𝑡)

& +⋯ 

where, velocity (vi) is the first derivative, acceleration (ai) is the second derivative and 

hyperacceleration (bi) is the third derivative of position with respect to time. In equation (2), by 

replacing (Δt) with (−Δt), position (ri-1) at previous time step (∆t) can be derived: 

𝑟!'% =	𝑟! −	𝑣!(∆𝑡) +
1
2𝑎!

(∆𝑡)# −	
1
6 𝑏!(∆𝑡)

& +⋯ 

 By adding equations (2) and (3), an equation to predict the position (ri+1) at later time 

step (∆t) using previous position (ri-1) and current position (ri) and acceleration (ai) can be 

derived: 

𝑟!$% = (2𝑟! −	𝑟!'%) + 𝑎!(∆𝑡)# +⋯ 

𝑎! =	
F!
𝑚!

=	−
1
𝑚!
	
𝑑𝑉
𝑑𝑟!

 

 Equation (4) is the Verlet algorithm (Verlet, 1967) to numerically solve Newton’s 

second equation. The numerical disadvantage of this algorithm is that to obtain the new 

(1) 

(2) 

(3) 

(4) 
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positions, two terms are added, the position difference (2ri − ri-1) and the time step (Δt)2. 

Truncation errors because of finite precision may occur as the difference between two large 

numbers (2ri − ri-1) is added to a small number (Δt)2. Another disadvantage of this algorithm is 

that the velocity is not calculated explicitly. 

 

A.1.2. Leap-Frog algorithm 

The leap-frog algorithm (Allen & Tildesley, 1989) can be used to resolve the problem related to 

the Verlet algorithm. Equation (5) is derived by doing Taylor expansions similar to equations 

(2) and (3) using half a time step, then doing subtraction: 

𝑟!$% =	𝑟! +	𝑣!$%#
∆𝑡 

To derive equation (6), using similar expansions, the velocity is calculated: 

𝑣
!$%#

=	𝑣
!'%#

+	𝑎!∆𝑡 

 The leap-frog algorithm is defined by equations (5) and (6). The advantage of this 

algorithm is that the velocity is calculated explicitly. The disadvantage of this algorithm is that 

the position and velocity are not updated simultaneously and are always out of phase by half a 

time step.   

 

A.1.3. Velocity Verlet algorithm 

The velocity Verlet algorithm (Andersen, 1980) can be used to resolve the problem related to 

the leap-frog algorithm. The velocity Verlet algorithm is defined by equation (7): 

𝑟!$% =	𝑟! +	𝑣!∆𝑡 +
1
2𝑎!∆𝑡

# 

𝑣!$% =	𝑣! +
1
2 {𝑎! +	𝑎!$%}∆𝑡 

 The advantage of this algorithm is that the velocity is calculated explicitly as well as 

the position and velocity are updated simultaneously. 

 

 In MD simulations, the time-reversible algorithms, such as Verlet and leap-frog 

algorithms are preferred because it tend to improve the conservation of energy over long period 

of simulation (Toxvaerd, 1993). 

 

 

(5) 

(6) 

(7) 
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A.2. Thermodynamic ensembles 

The simulation of a molecular system can be distinguished by various quantities, including 

temperature (T), volume (V), pressure (P), number of particles (N), total energy (E), and 

chemical potential (µ). The thermodynamic ensemble of a molecular system is labelled based 

on the constant/fixed quantities, with the simulation data being used to derive the remaining 

quantities and thus showing a statistical fluctuation. 

 

Table A.1: Various thermodynamic ensembles of a molecular system. 

Name Acronym Constant quantities 

Micro-canonical NVE Number of particles (N), Volume (V), Total energy (E) 

Canonical NVT Number of particles (N), Volume (V), Temperature (T) 

Isothermal-isobaric NPT Number of particles (N), Pressure (P), Temperature (T) 

Grand canonical µVT Chemical potential (µ), Volume (V), Temperature (T)  

Isoenthalpic-isobaric NPH Number of particles (N), Pressure (P), Enthalpy (H) 

 

A.3. Force field 

In MD simulation, a potential energy function is used to derive the force acting on an atom for 

describing the interatomic interactions. This potential energy function is also known as force 

field. By adding different energy terms, the energy of force field (EFF) is calculated; each term 

corresponds to the energy needed to distort a molecule in a certain way (Jensen, 2007): 

𝐸(( =	𝐸)*+ +	𝐸,-./ + 𝐸*0+) + 𝐸1/2 + 𝐸-3 + 𝐸4+0)) 

where Estr, Ebend, Etors, and Ecross describes the bonded interatomic interactions, whereas Evdw 

and Eel describes the non-bonded interatomic interactions. Estr is stretch energy needed to stretch 

a bond between a pair of atoms, Ebend is bending energy needed to bend an angle, Etors is 

torsional energy needed to rotate around a bond, and Ecross represents the cross terms describing 

the coupling between Estr, Ebend, and Etors. Eel is electrostatic energy and Evdw is van der Waals 

energy.  

 The minima on optimized (energy minimized) EFF surface corresponds to stable 

molecules. To analyze conformational transitions of a molecule, different conformations of a 

molecule can be located on the optimized (energy minimized) EFF surface.   
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A.4. Periodic boundary conditions 

In MD simulation, the size of a molecular system (number of atoms) that can be simulated is 

always limited for reducing the computational cost. To study the characteristics of a real 

macroscopic system (for instance, ~1023 atoms), a smaller molecular system containing 

hundreds or thousands of atoms can be simulated using periodic boundary conditions (PBCs) 

(Theodorou & Suter, 1985). PBCs is used to minimize surface effects and to prevent boiling off 

the solvent molecules on the outer surface. Under PBCs, the modeled molecular system is 

assumed to be a unit cell in an ideal crystal and is surrounded by infinite number of duplicate 

images in all directions of the unit cell. Minimum image convention is often used along with 

PBCs. If an atom exits the unit cell from one side, its periodic image will simultaneously enter 

the unit cell through the opposite site from the neighboring unit cell with the same velocity, 

thus the total number of atoms in the unit cell remains constant (Figure A.1). An atom in the 

simulation unit cell forms interatomic interactions with other atoms in this unit cell as well as 

with its images in the surrounding unit cells. In this case, the surface effects are minimized as 

the atoms will not feel the surface forces. 

 Under PBCs, the size of the simulation unit cell must be at least as large as the largest 

cut-off length used in the simulation; or else some interatomic interactions would be counted at 

least twice (once within the unit cell and once with an image in the neighboring unit cell). For 

van der Waals interactions, if the cut-offs are reasonably large (~8-10 Å), the interactions are 

not affected significantly. For electrostatic interactions, due to the long range nature of 

interactions, Ewald sums are generally preferred over cut-offs.       
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Figure A.1: Periodic boundary condition represented in two-dimension. The simulation 

box is shown by central unit cell (in green). The simulation box particles are shown by red 

circles and their periodic image in surrounding unit cells are shown by blue circles. The two 

particles movement near the boundary is shown by arrows; when a particle exits from the 

simulation box simultaneously its periodic image enters the simulation box through the opposite 

site from the neighboring unit cell with the same velocity. 

 

A.5. Thermostat 

To perform MD simulation in NVT or NPT ensemble, the temperature of the molecular system 

is controlled by coupling it to a heat bath or thermostat with a fixed temperature. One of the 

widely used thermostat is the Berendsen thermostat, also known as the weak-coupling 

thermostat (Berendsen et al., 1984).  

 In the Berendsen thermostat, the temperature of the molecular system is controlled by 

scaling the velocities by a factor 𝜆: 

𝜆 = 	B1 +
∆𝑡
𝜏5
D
𝑇6
𝑇 − 1E 

where 𝜆 is the velocity scale factor, T0 is the reference temperature, T is the actual temperature, 

∆t is the time-step, and 𝜏T is the coupling time constant.  
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 In the Berendsen thermostat, the velocities are scaled by a factor 𝜆 at each time-step 

such that it is quite efficient in pushing the instantaneous temperature towards the desired 

temperature for molecular systems that are far from equilibrium. The drawback of the 

Berendsen thermostat is that the fluctuations of the kinetic energy of the molecular system are 

suppressed and are not consistent with the thermodynamic ensemble.   

 

A.6. Barostat 

To perform MD simulation in NPT ensemble, the pressure of the molecular system is controlled 

by coupling it to a pressure bath or barostat with a fixed pressure. One of the widely used 

barostat is the Berendsen barostat (Berendsen et al., 1984).  

 In the Berendsen barostat, the pressure of the molecular system is controlled by scaling 

the volume of the molecular system (all coordinates of the simulation box) by a factor µ: 

𝜇 = 	 B1 − 𝛽
∆𝑡
𝜏7
(𝑃6 − 𝑃)

!
 

where µ is the coordinate scale factor, P0 is the reference pressure, P is the actual pressure, ∆t 

is the time-step, 𝜏P is the coupling time constant, and β is the isothermal compressibility.  

 In the Berendsen barostat, the size of the simulation box is scaled by a factor µ at each 

time-step, but the shape of the simulation box remains invariant. This method is found to be 

highly efficient for a molecular system to reach a desired pressure, but it does not produce 

correct thermodynamic ensemble. 

 

A.7. Energy minimization 

Energy minimization of a molecular system is performed to find a local minimum on its 

potential energy surface in order to eliminate the net force imposed on each atom. To optimize 

the initial structure of a molecular system with bad contacts (for example, two non-bonded 

atoms are extremely close to each other), the energy minimization is performed before MD 

simulation so that the resulting minimized structure is appropriate for subsequent equilibration 

and production runs. Two of the most widely used energy minimization algorithms are steepest 

descent and conjugate gradient algorithms. 

 In the steepest descent algorithm, the molecular system is pushed in the direction of 

the negative gradient of the potential energy function to find a local minimum state. To remove 

bad contacts from an unreasonably high energy structure of a molecular system, steepest 
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descent algorithm is quite efficient. However, the steepest descent algorithm is inefficient in 

reaching a local minimum and can lead the search towards a local minimum near the initial 

state.  

 In the conjugate gradient algorithm, previous gradient information is used to update 

the coordinates and thus the potential energy function. During the minimization process, the 

conjugate gradient algorithm is observed to converge fast for a molecular system that is close 

to the minimum.  

 In many cases, a combination of energy minimization algorithms is preferrable. For 

example, first the steepest descent algorithm is used to remove bad contacts from an 

unreasonably high energy structure of a molecular system, followed by the conjugate gradient 

algorithm to make the structure of a molecular system reach a local minimum on its potential 

energy surface. 
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Appendix B: Introduction to binding free energy calculations 
One of the methods to estimate the binding free energy is Molecular Mechanics Poisson 

Boltzmann Surface Area (MM-PBSA) method. MM-PBSA method is based on end-state free 

energy method and implicit solvent model (Miller et al., 2012). In MM-PBSA method, the 

binding free energy (∆Gbind) to from complex (RL) by binding ligand (L) to receptor (R):  

∆𝐺8!9: =	𝐺;< − 𝐺; − 𝐺< 

can be decomposed into different interactions contributions and described as (Srinivasan et al., 

1998): 

∆𝐺8!9: = ∆𝐻 − 𝑇∆𝑆 = ∆𝐸== + ∆𝐺>?@ − 𝑇∆𝑆 

in which: 

∆𝐸== = ∆𝐸!9A + ∆𝐸B@B + ∆𝐸C:D 
∆𝐺>?@ = ∆𝐺7E/GE + ∆𝐺HI 

∆𝐺HI = 𝛾 ∙ SASA + b 

where the changes in enthalpy (∆H) includes the changes in molecular mechanics (MM) energy 

in gas phase (∆EMM) and the changes in solvation free energy (∆Gsol) upon ligand binding.  

∆EMM consists of ∆Eint, ∆Eele, and ∆Evdw, where ∆Eint is the changes in internal (bond, angle & 

dihedral) energy, ∆Eele is the changes in electrostatic energy, and ∆Evdw is the changes in van 

der Waals energy upon ligand binding. ∆Gsol consists of the changes in non-polar solvation 

energy (∆GSA) and the changes in polar (electrostatic) solvation energy (∆GPB/GB) between the 

continuum solvent and the solute upon ligand binding. Solvent-accessible surface area (SASA) 

is usually used to estimate ∆GSA, whereas either Generalized Born (GB) or Poisson-Boltzmann 

(PB) model is used to estimate ∆GPB/GB (Gilson & Honig, 1988; Wang et al., 2006). However, 

the GB method is faster than the PB method because it provides an analytical expression of 

∆GPB/GB. T is temperature. Normal mode analysis is usually used to estimate the change in 

conformational entropy (∆S) upon ligand binding by analyzing a group of conformational 

snapshots obtained from MD simulations (Srinivasan et al., 1998). When the ligands are similar 

and only relative binding free energies are required, usually the changes in conformational 

entropy are neglected due to high cost of computation. 

 There are two protocols to generate the required ensembles for the bound and unbound 

state of binding free energy calculations: single trajectory protocol (STP) in which all 

ensembles are extracted from a single MD trajectory and multiple trajectory protocol (MTP) in 

which all ensembles are generated using separate MD simulations (Lee & Olson, 2006;   

Wang et al., 2006). Both protocols have distinct advantages and disadvantages. 

(1) 

(2) 

(3) 

(4) 

(5) 
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 In practice, STP is more widely used and preferrable because it provides more accurate 

results with lower standard errors (Spacková et al., 2003; Lepsik et al., 2004; Genheden & Ryde, 

2015). The computational cost of STP is less than MTP, because all ensembles are generated 

from a single MD trajectory. However, STP assumes that the structures obtained from unbound 

ensembles (the isolated ligand and the apo protein) are sufficiently similar to the structures 

obtained from the bound ensemble (protein-ligand complex). This assumption is valid for most 

cases but could be invalid for some cases where large conformational changes occur upon 

protein-ligand binding (Swanson et al., 2004). The main advantage of STP is that the difference 

in energy between the unbound ensembles (isolated ligand and apo protein) and the bound 

ensemble (protein-ligand complex) is calculated using exactly identical configurations, hence 

the errors in internal energy of the systems can be cancelled. However, in MTP, the difference 

in energy between the unbound ensembles (isolated ligand and apo protein) and the bound 

ensemble (protein-ligand complex) is calculated using averages obtained from separate 

unbound (isolated ligand and apo protein) and bound (protein-ligand complex) MD trajectories, 

hence due to large errors in internal energy of different conformations, MTP may cause 

additional noise/errors and by just doing longer MD simulations, it is difficult to remove these 

errors. Generally, in MTP, to correctly determine if the simulation has properly converged is 

challenging (Daggett, 2000). However, in STP, due to cancellation of errors in internal energy, 

the fluctuation in components of energy is small, but in STP, sampling of unbound ensembles 

(isolated ligand and apo protein) may be inadequate. 
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Appendix C: Supplementary information of “Dynamic residue interaction 
network analysis of the oseltamivir binding site of N1 neuraminidase and its 
H274Y mutation site conferring drug resistance in influenza A virus” 
 

C.1. Dynamic residue interaction network (dRIN) analysis ruby script  

GitHub link: https://github.com/yamnor/dRIN 

 

#!/usr/local/bin/ruby 

 

dir = "drin" 

 

def cpptraj(cmd) 

  File.open("cpp.cmd", "w"){|fw| fw.puts cmd} 

  system("module load amber/20/update0; cpptraj < cpp.cmd > cpp.log; rm cpp.cmd 

cpp.log") 

end 

 

def s2n(str) 

  return str.split("_").at(1).delete(":").to_i 

end 

 

def s2s(str) 

  return str.split(":").at(0).downcase.intern 

end 

 

def modpdb(pdb_inp, pdb_out) 

  pdb = File.open(pdb_inp).readlines 

  pdb.map!{|x| x.gsub("CYX", "CYS")} 

  pdb.map!{|x| x =~ /OTV/ ? x.gsub("ATOM  ", "HETATM") : x} 

  File.open(pdb_out, "w"){|fw| fw.puts pdb.join} 

end 
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def exec_ring(dir, nsamples) 

  [*1..nsamples].each do |m| 

    if File.size("#{dir}/rin_#{m}.pdb") > 100 

      modpdb("#{dir}/rin_#{m}.pdb", "#{dir}/rin_#{m}_mod.pdb") 

      system("export VICTOR_ROOT=~/apl/ring/; ~/apl/ring/bin/Ring -i 

#{dir}/rin_#{m}_mod.pdb --no_energy -E #{dir}/rin_#{m}.edge -N #{dir}/rin_#{m}.node 

>& #{dir}/rin_#{m}.log") 

      system("export VICTOR_ROOT=~/apl/ring/; ~/apl/ring/bin/Ring -i 

#{dir}/rin_#{m}_mod.pdb --no_energy --get_iac -t 4.0 -E #{dir}/rin_#{m}.edge_iac -N 

#{dir}/rin_#{m}.node_iac >& #{dir}/rin_#{m}.log_iac") 

    end 

  end 

end 

 

def read_hbond(filename, nsamples) 

  resid, *hbond = File.open(filename).readlines 

  resid = resid.split.drop(1).map{|a| x = a.gsub("@", "_").split("_"); *x = [x[1].to_i, 

x[3].to_i].sort} 

  hbond = hbond.map{|a| a.split.drop(1).map(&:to_i)}.transpose 

  dat = Array.new(nsamples).map{Array.new} 

  nsamples.times do |t| 

    resid.zip(hbond).each do |id, hb| 

      dat[t] << id if hb[t] > 0 

    end 

  end 

  return dat 

end 

 

def read_rin(dir, nsamples) 

  vdwrad = {"H": 1.0000, "C": 1.700, "N": 1.625, "O": 1.480, "S": 1.782} 

  ritype = {hbond: :hb, vdw: :vdw, ssbond: :ss, ionic: :ion, pipistack: :pp, pication: :pc, 

iac: :iac} 

  dat = Hash.new 
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  ritype.each_value{|v| dat[v] = Array.new(nsamples).map{Array.new}} 

  nsamples.times do |t| 

    flg = Array.new(400).map{Array.new(400, true)} 

    tmp = File.open("#{dir}/rin_#{t+1}.edge").readlines.drop(1).map{|x| 

x.split("∖t")}.map{|id_1, int, id_2, dist, angle, ene, atom_1, atom_2| [[s2n(id_1), 

s2n(id_2)].sort, s2s(int), [atom_1[0].intern, atom_2[0].intern], dist.to_f]} 

    tmp.each do |id, int, atom, dist| 

      if int != :iac 

        dat[ritype[int]][t] << id if ritype.has_key?(int) 

        flg[id[0]][id[1]] = false 

      end 

    end 

    tmp = File.open("#{dir}/rin_#{t+1}.edge_iac").readlines.drop(1).map{|x| 

x.split("∖t")}.map{|id_1, int, id_2, dist, angle, ene, atom_1, atom_2| [[s2n(id_1), 

s2n(id_2)].sort, s2s(int), [atom_1[0].intern, atom_2[0].intern], dist.to_f]} 

    tmp.each do |id, int, atom, dist| 

      if dist - (vdwrad[atom[0]] + vdwrad[atom[1]]) < 0.4 

        if flg[id[0]][id[1]] 

          dat[ritype[int]][t] << id 

        end 

      end 

    end 

  end 

  return dat 

end 

 

def remove_duplicates(rin, nsamples) 

  key = rin.keys 

  key.delete(:iac) 

  nsamples.times do |t| 

    key.each do |k| 

      rin[k][t].each do |id| 

        rin[:iac][t].delete(id) 
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      end 

    end 

  end 

  return rin 

end 

 

def write_series(filename, rin) 

  key, val = rin.to_a.transpose 

  val = val.transpose 

  nsamples = val.size 

  File.open(filename, "w") do |fw| 

    nsamples.times do |t| 

      str = [(t+1).to_s] 

      key.each_with_index do |k, i| 

        val[t][i].each do |id| 

          str << k 

          str << id.map(&:to_s).join("∖t") 

        end 

      end 

      fw.puts str.join("∖t") 

    end 

  end 

end 

 

def calc_fraction(rin) 

  key = rin.keys + [:any] 

  dim = 400 

  num = rin[:hb].size 

  tmp = Hash.new 

  key.each{|k| tmp[k] = Array.new(num).map{Array.new(dim).map{Array.new(dim, 

false)}}} 

  rin.each do |k, vk| 

    vk.each_with_index do |vt, t| 
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      vt.each do |i, j| 

        tmp[k][t][i][j]   = true 

        tmp[:any][t][i][j] = true 

      end 

    end 

  end 

  dat = Hash.new 

  key.each do |k| 

    dat[k] = Array.new(dim).map{Array.new(dim, 0.0)} 

    for i in 0..(dim-1) 

      for j in (i+1)..(dim-1) 

        cnt = 0.0 

        tmp[k].each do |vt| 

          dat[k][i][j] += 1.0 if vt[i][j] 

          cnt += 1.0 

        end 

        dat[k][i][j] /= cnt 

      end 

    end 

  end 

  return dat 

end 

 

def write_fraction(filename, rin, threshold: 0.05) 

  dat = calc_fraction(rin) 

  key = dat.keys 

  dim = dat[:hb].size 

  File.open(filename, "w") do |fw| 

    fw.puts ([:i, :j] + key).map(&:to_s).join("∖t") 

    for i in 0..(dim-1) 

      for j in (i+1)..(dim-1) 

        if dat[:any][i][j] > threshold 

          val = Array.new 
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          key.each do |k| 

            val << dat[k][i][j] 

          end 

          fw.puts ([i, j] + val.map{|x| "%6.4f"%[x]}).join("∖t") 

        end 

      end 

    end 

  end 

end 

 

cmd = Hash.new 

 

cmd[:hbond] = <<TEXT 

parm   com.top 

trajin   5_pro/amb.trj 

hbond  :1-387 angle 117 dist 3.5 avgout #{dir}/hbn.edge series uuseries #{dir}/hbn.series 

TEXT 

 

cmd[:pdb] = <<TEXT 

parm   com.top 

trajin   5_pro/amb.trj 

TEXT 

 

nsamples = 2000 

 

[*1..nsamples].each do |n| 

  cmd[:pdb] += "trajout #{dir}/rin_#{n}.pdb pdb nobox onlyframes #{n}∖n" 

end 

 

cpptraj(cmd[:hbond]) 

cpptraj(cmd[:pdb]) 

exec_ring(dir, nsamples) 
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rin = read_rin(dir, nsamples) 

rin[:hb] = read_hbond("#{dir}/hbn.series", nsamples) 

 

rin = remove_duplicates(rin, nsamples) 

 

write_series("#{dir}/rin.series", rin) 

write_fraction("#{dir}/rin.occupancy", rin) 

 

C.2. Difference between van der Waals interaction and close contact 

In dynamic residue interaction network (dRIN) analysis, the interaction between residues is 

calculated using RING 2.0 software (Piovesan et al., 2016). In RING 2.0 software, the van der 

Waals (vdW) interaction is defined as: 

𝑑!" − $𝜎! + 𝜎"' < 0.5 Å 

where dij is interatomic distance between i- and j-th atoms, 𝜎! is the vdW radius of the i-th 

atom and 𝜎" is the vdW radius of the j-th atom. Furthermore, in RING 2.0 software, the atoms 

considered valid for the van der Waals interactions are limited: 

All residues: Any C, Any S 

Glutamine: NE2, OE1 

Asparagine: ND2, OD1 

  

 Hence, in dRIN analysis, to investigate the interaction between residues that are not 

considered valid by the RING 2.0 software but are in close contact with each other, the close 

contact between residues is calculated. In dRIN analysis, the close contact between residues is 

calculated for all atoms (except the atoms considered valid for van der Waals interaction in 

RING 2.0 software). In dRIN analysis, the close contact is defined as: 

𝑑!" − $𝜎! + 𝜎"' < 0.4 Å 

where dij is interatomic distance between i- and j-th atoms, 𝜎! is the vdW radius of the i-th 

atom and 𝜎" is the vdW radius of the j-th atom. 

 From the physiochemical point of view, the van der Waals interaction are attraction or 

repulsion between non-bonded atoms, depending on the distance. At large interatomic distances, 

there is no van der Waals interaction between atoms. At intermediate distances, due to electron 

correlation, the two electron clouds form induced dipole-dipole interactions, which creates a 

weak attraction between atoms; the force associated with this interaction is called “London” or 



 119 

“dispersion” force. At short distances, the negatively charged electrons repel each other as the 

two electron clouds overlap and thus there is repulsion between two atoms; this is defined by 

Pauli exclusion principle.  

 From the physiochemical point of view, when the atoms are in close contact, the 

negatively charged electrons repel each other as the two electron clouds overlap and thus there 

is repulsion between atoms; this is defined by Pauli exclusion principle.  

  

C.3. Supplementary figures 

 
Figure C.1: Snapshot images of (A) wild type (WT) and (B) H274Y mutant 

neuraminidase-oseltamivir complexes obtained from MD simulations, showing 

oseltamivir (OTV) binding site and H274Y mutation site. OTV and residue 274 are shown 

in green, and the rest of the residues are shown in yellow. 
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Figure C.2: Superimposed snapshot image of wild type (WT) and H274Y mutant 

neuraminidase-oseltamivir complexes obtained from MD simulations, showing 

oseltamivir (OTV) binding site and H274Y mutation site. WT NA-OTV complex is shown 

in green and H274Y mutant NA-OTV complex is shown in yellow. The 150-loop region is 

formed by residues 147-152. 

 

C.4. Supplementary tables 

Table C.1: Calculated binding free energy components of wild type (WT) and H274Y 

mutant neuraminidase for oseltamivir obtained from MM-PBSA calculations.    

Binding free energy includes van der Waals (vdW), electrostatic (ES), polar solvation, and  

non-polar solvation components. 

 
vdW 

[kcal mol−1] 

ES 

[kcal mol−1] 

Polar 

[kcal mol−1] 

Non-polar 

[kcal mol−1] 

Total 

[kcal mol−1] 

WT −28.19 ± 0.08 −46.96 ± 0.08 43.51 ± 0.06 −3.54 ± 0.00 −35.19 ± 0.07 

H274Y −22.50 ± 0.09 −40.82 ± 0.10 39.35 ± 0.08 −3.31 ± 0.00 −27.28 ± 0.09 
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Table C.2: Calculated binding free energies of wild type (WT) and H274Y mutant 

neuraminidase for oseltamivir obtained from MM-PBSA calculations with the dielectric 

constant (ε) value set to 1.0. 

 
ΔH 

[kcal mol−1] 

TΔS 

[kcal mol−1] 

ΔG 

[kcal mol−1] 

ΔΔG 

[kcal mol−1] 

WT −32.84 ± 0.13 −23.65 ± 0.47 −9.19 ± 0.49  

H274Y −21.65 ± 0.19 −22.94 ± 0.50 1.29 ± 0.53 10.48 
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Appendix D: Supplementary information of “Theoretical insights into the 
molecular mechanism of I117V mutation in neuraminidase mediated 
reduction of oseltamivir drug susceptibility in A/H5N1 influenza virus” 
 

D.1. Error bar calculation 

In Figures 4.4 and 4.5, the error bars represent 95% confidence intervals. The standard error of 

the mean (SE) is used to construct confidence intervals. Error bars equivalent to 2 X SE 

graphically represents 95% confidence interval. 

SE = 	
𝑠
√𝑁

 

𝑠 = 	S
1

𝑁 − 1	T(𝑥! − �̅�)#
J

!K%

 

where s is the standard deviation, N is the size of the sample, xi is the observed value of   

sample i, �̅� is the mean value of samples.  

 

D.2. Supplementary figures 

 
Figure D.1: The time series of radius of gyration (Rg) of four distinct MD trajectories of 

(A) wild type (WT) and (B) I117V mutant neuraminidase-oseltamivir complexes (from 
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Yadav et al., 2021b). The Rg values were calculated for the protein backbone atoms in WT and 

I117V mutant NA for 15th to 365th amino acid residues, excluding both ends of NA, with respect 

to the initial structure along the simulation time. Figure extracted directly from the     

original article by Yadav et al. (2021b), without modifications (CC BY 4.0 license, 

https://creativecommons.org/licenses/by/4.0). 

 

 
Figure D.2: Secondary structure occupancies of all amino acid residues of neuraminidase 

in (A) wild type (WT) and (B) I117V mutant neuraminidase-oseltamivir complexes (from 

Yadav et al., 2021b). Three categories (Helix, Sheet & Coil) were used to simplify the secondary 

structure classification. The helix component is shown by red bars and the sheet component is 

shown by blue bars, whereas the coil component is represented by the rest. Figure extracted 

directly from the original article by Yadav et al. (2021b), without modifications (CC BY 4.0 

license, https://creativecommons.org/licenses/by/4.0). 
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Figure D.3: Snapshot images of (A) wild type (WT) and (B) I117V mutant neuraminidase-

oseltamivir complexes. Oseltamivir (OTV) and residue 117 are shown in green and the rest of 

the residues are shown in yellow. 
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Figure D.4: Superimposed snapshot image of wild type (WT) and I117V mutant 

neuraminidase-oseltamivir complexes. WT NA-OTV complex is shown in green and I117V 

mutant NA-OTV complex is shown in yellow. The 150-loop region is formed by residues  

147-152. The β-sheet region is formed by residues 115-124. 
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Figure D.5: Snapshot images of the 150-loop region (residues 147-152) of (A) wild type 

(WT) and (B) I117V mutant neuraminidase-oseltamivir complexes obtained from MD 

simulations. The 150-loop region of NA is shown in red, and conformational changes are 

represented by superimposing 100 snapshot images obtained from MD simulation. Oseltamivir 

(OTV) and residue 117 are shown in green. Rest of the residues are shown in yellow. 


