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Abstract 

 In product planning and development strategy in enterprises, it is required to surely create value 

according to the resources (budget and human resources) invested. However, since there are various 

success factors, it is difficult for each enterprise, organization, or individual to find the optimum 

solution based on empirical rules. Therefore, efforts have been made to systematize the factors in 

product planning and development strategy from a scientific point of view. In recent years, there are 

many approaches to analyze factors by dividing them into roles called KGI and KPI. KGI (Key 

Goal Indicator) is a target indicator, for example, product sales, market share, etc. KPI (Key 

Performance Indicator) is an intermediate indictor to achieve KGI, for example, customer reaction 

to prototypes, etc. In this approach, the main purpose is to search for KPIs that have a large impact 

on KGIs. For example, factor analysis and its advanced form, SEM (covariance structure analysis), 

are effective methods for clarifying hidden factors common to KGIs and KPIs and understanding 

the relationships among them. 

 On the other hand, in today’s rapidly changing business environment, it is important not only to 

understand the relationships among factors, but also to select appropriate factors according to given 

conditions.  

Therefore, in this study, the author applied Bayesian network to the performance survey data of 

project planning and development strategy in various enterprises. Bayesian network is a graphical 

probabilistic inference model that regards each factor as a random variable and draws it as a node 

(oval) and also expresses their relationships by edges (arrows) among them derived from conditional 

probability. 

As a result, some new insights were obtained, such that efforts to increase the contribution of 

products to the natural environment will work positively from the perspective of collaboration with 

external organizations or human resource development. But in actual business, it is required not 

only to obtain knowledge as unexpected awareness, but also to properly select KPIs in internal 

planning and keywords in external appeal satisfying the given conditions such as, “What should 

retailers do to increase product sales?” or “Does the relationship between the contribution of 

products to the environment and the number of sales differ depending on the scale of annual sales?”. 

However, when attempting to select such KPIs and keywords, the following issues arise. 

 

Issue 1: business type and annual sales are not properly reflected within analysis result when they 

are merely added as factors into a normal Bayesian network. 

 

Issue 2: When focusing on specific factors, the partial structure of a normal Bayesian network may 

not match the actual domain knowledge. 



 

Issue 3: It is difficult to determine what keywords are best for appealing in order to enhance the 

effect of the factors to be focused on. 

 

In this study, the author proposes the methods to solve these three issues, with optimized Bayesian 

network leveraging LDA (Latent Dirichlet Allocation), Random forest, and keyword expanding and 

classifying by combination of Word2Vec and Hierarchical clustering.  

 

Finally, the effectiveness of the proposed method in this study was confirmed by systematizing 

these three methods as a series of processes and applying them to two model cases. In this way, this 

study assists selection of success factors required in rapid and precise product planning and 

development strategy. In addition, since each method of this study can be automated by 

programming, in the future it will be possible to realize a system that supports enterprises to select 

factors by themselves in product planning and development strategy. 
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1. Introduction 

1-1. Background 

KPIs/KGIs are not only studied for product planning and development strategy in enterprises (1-

1:Sandner, 2011; 1-2:Petersen, 2018), but also in more extensive and diverse areas such as 

environmental preservation and energy policy (1-3:Desjeux et al., 2015; 1-4:Stern, 1999). In order 

to understand relationships among KPIs/KGIs, various studies have been conducted. For example, 

a framework of energy, environment, and economy has been critically investigated and analyzed 

from the concept of technology learning (1-5:Kahouli-Brahmi, 2008).  

 

Another method was based on efficiency and productivity (1-6:Kuosmanen et al., 2013). Also, a 

method was proposed for achieving a balance between environmental values and economic values 

in an enterprise based on case studies of three textile factories in Sri Lanka (1-7:Shiwanthi et al., 

2018). 

 

As product planning and development is greatly influenced by various factors (1-8:Chandy & 

Tellis, 1998), it was not easy to understand how to select KPIs for improving KGIs and few studies 

have dealt with these issues mathematically (1-9:Krishnan & Ulrich, 2001). Furthermore, not only 

KPIs in internal planning bur also keywords for external appeal should be properly selected to 

make product planning and development strategy success in the current business environment.  

 

Therefore, some progressive methods have been awaited in order to assist enterprise to select 

success factors such as KPIs and appealing keywords in product planning and development 

strategy. 

 

1-2. Purpose of This Study 

Based on the background above, purpose of this study is to provide methods to select success 

factors such as KPIs for internal planning and keywords on SNS for external appeal in mainly 

new product planning and development strategy based on the data obtained from actual 

performance or on the Internet. Figure1-1 shows the scope of this study with the position in the 

process group of PMBOK®. 
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Figure 1-1. Scope of this study 

 

 

1-3. Visualization and Probabilistic Inference with Bayesian network 

Various studies such as factor analysis and its advanced form SEM (Structural Equation 

Modeling) have been conducted as methods for understanding the relationships among factors. 

However, in order to accomplish the purpose of this study, it is required not only to understand 

the relationships among factors, but also to predict the change of them. For this reason, this study 

leverages Bayesian network. 

Bayesian network is one of the analytical methods to which Bayesian statistics is applied. By 

applying Bayesian network analysis, factors observed as events within actual performance data 

in product planning and development projects are considered as random variables and are 

represented as nodes. Directed edges are also drawn among them. Each edge has a conditional 

probability, which is defined for the two nodes connected by it according with its direction. Such 

a graph structure is constructed by learning the data. (1-10:Pearl, 1995). Bayesian network also 

enables probabilistic inference such as how the change of one node affects other nodes. This is 

because the change is transmitted via edges to other nodes. This is called “probability propagation” 

or “belief propagation” (1-11:Yedidia et al., 2001). In this study, the description of “a node affects 

other nodes” means that the change of a node influences other nodes by probability propagation. 

There are several studies which utilize probabilistic inference between events to solve the 

problems involving complex factors (1-12:Anderson et al., 2004; 1-13:Ishizaka & Labib, 2013; 

1-14:Nadkarni & Shenoy, 2001; 1-15:Nguyen, 2015; 1-16:Rahman & Ripon, 2014). Based on 

these features and advantages, also in this study, Bayesian network is used as a fundamental tool 

for visualizing the relationships among factors and for predicting the changes of them. 

Selection of

Expanded 

keywords

Initiating Executing Monitoring

and 

Controlling

Closing

Process Group in PMBOK®

Mainly newly 

developed 

products

Competitors

Users

Planning & sales

Actual data

SNS data on 

the Internet

Selection of

KPI

⇒internal 
planning

⇒external
appeal

Success factors 
to be analyzed

Scene and 
departments
in which this 
study contributes

Planning

Product development strategy planning 

(scope of this study)



3 

 

Figure 1-2. Basic Concept of Bayesian network 

 

 

1-4. Proposed Methods 

Following normal process of Bayesian network analysis, also in this study, actual performance 

data of product planning and development projects is firstly applied. And some new insights were 

obtained, such that efforts to increase the contribution of products to the natural environment will 

work positively from the perspective of collaboration with external organizations or human 

resource development. [Step1] 

 

However, when trying to achieve the purpose in Section 1-2, following three issues arise. 

 

Issue 1: business type and annual sales are not properly reflected within analysis result when they 

are merely added as factors into a normal Bayesian network. 

 

Issue 2: When focusing on specific factors, the partial structure of a normal Bayesian network 

may not match the actual domain knowledge. 

 

Issue 3: It is difficult to determine what keywords are best for appealing in order to enhance the 

effect of the factors to be focused on. 

 

In this study, the author proposes the following solving methods to each of these three issues. 

 

Method 1: Reflecting business type and annual sales by introducing the topic nodes obtained via 

LDA (Latent Dirichlet Allocation) into Bayesian network [Step2] 

 

Method 2: Adjusting the structure of Bayesian network by initializing edges according to the 

result of Random forest [Step3] 
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Method 3: Expanding keywords according with comparison via the result of Word2Vec and 

classifying them with Hierarchical clustering [Step4] 

 

Finally, by combining these three methods, it becomes possible to predict the change of factors, 

to handle specified factors properly according to the type of industry and annual sales, and 

furthermore to find the best keyword for appealing important factors. [Step5] This is exactly the 

purpose of this study mentioned in Section 1-2. 

 

1-5. Composing Papers of This Study 

This study consists of the following five papers that have already been published in international 

journals and the original part of this paper that combines their achievements. 

 

[Paper 1] 

Extraction of Fundamental KPIs in New Product Development Using Bayesian Network Analysis 

Publisher:  International Association of P2M 

Journal:  Journal of International Association of P2M 

Authors: Hironori Takuma, Yutaka Iwakami 

DOI:  https://doi.org/10.20702/iappmjour.14.1_446 

 

[Paper 2] 

Consideration of Fundamental KPIs and Their Relationship with Environmental Protection in 

New Product Development Using Bayesian Network Analysis 

Publisher: IEEE 

Conference: 2019 International Conference on Information Management and Technology 

(ICIMTech) 

Authors: Hironori Takuma, Yutaka Iwakami 

DOI;  https://doi.org/10.1109/ICIMTech.2019.8843762 

 

[Paper 3] 

Analyzing enterprise attribute dependent KPIs/KGIs by Bayesian network leveraging LDA 

Publisher: IGI Global 

Journal: International Journal of Project Management and Productivity Assessment 

Authors: Yutaka Iwakami, Hironori Takuma, Motoi Iwashita 

DOI:  Already accepted now in press 

 

https://doi.org/10.20702/iappmjour.14.1_446
https://doi.org/10.1109/ICIMTech.2019.8843762
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[Paper 4] 

Properly initialized Bayesian Network for decision making leveraging random forest 

Publisher: Sciedu Press 

Journal: Artificial Intelligence Research 

Authors: Yutaka Iwakami, Hironori Takuma, Motoi Iwashita 

DOI:  https://doi.org/10.5430/air.v9n1p36 

 

[Paper 5] 

Improving Matching Process with Expanding and Classifying Criterial Keywords leveraging 

Word Embedding and Hierarchical Clustering Methods 

Publisher: Springer Nature 

Journal: Review of Socionetwork Strategies 

Authors: Yutaka Iwakami, Hironori Takuma, Motoi Iwashita 

DOI:  https://doi.org/10.1007/s12626-020-00063-4 

 

1-6. Structure of This Paper 

The structure of this paper, including the steps and methods described in Section 1-4 and the 

existing papers described in Section 1-5, is as follows. 

 

Figure 1-3. Structure of this paper 

 

 

 

 

Some new insights were obtained by applying Bayesian network analysis 

to actual performance data in product development projects

Three major issues in order to achieve the purpose of this study arise

Issue 1: 

business type and annual sales are not 

properly reflected within analysis result 

when they are merely added as factors 

into a normal Bayesian network.

Issue 2: 

When focusing on specific factors, 

the partial structure of a normal Bayesian 

network may not match the actual domain

knowledge.

Issue 3: 

It is difficult to determine what keywords 

are best for appealing in order to enhance 

the effect of the factors to be focused on.

Method 1: 

Reflecting business type and annual 

sales by introducing the topic nodes 

obtained via LDA (Latent Dirichlet 

Allocation into Bayesian network).

Method 2: 

Adjusting the structure of Bayesian network 

by initializing edges according to the result 

of Random forest. 

Method 3: 

Expanding keywords according with 

comparison via the result of Word2Vec 

and classifying them with Hierarchical 

Clustering.

Systematizes three methods above and presents 

two example cases to confirm their effectiveness. 

Section 2: [Step1](Paper1 and Paper2)

Section 3:[Step2](Paper3) Section 4:[Step3](Paper4) Section 5:[Step4](Paper5)

Section 6:[Step5](Original part of this paper)

https://doi.org/10.5430/air.v9n1p36
https://doi.org/10.1007/s12626-020-00063-4
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As a tool for retrieving and analyzing of data, one of the representatives of statistical computing 

language and environment “R” is used in this study. Another well-known tool for Bayesian 

network analysis is BayoLinkS of NTT DATA Mathematical Systems, which is used in various 

studies such as estimation of students' learning states. (1-17:Kondo et al., 2019) or pattern 

classification of value creative consensus building process.(1-18:Hamada et al., 2019) 
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2. Applying Bayesian network to Product Planning and 

Development  

2-1. Background 

In order to understand relationships among factors (especially KGIs/KPIs) in product planning 

and development projects and to predict their changes, it is first necessary to define the factors 

that are candidates for KGIs/KPIs. These factors are observed as indicators such as annual sales 

of the product, impression of stakeholders and contribution degree of the external organization, 

etc. in actual product planning and development projects. These are also survey items when 

collection performance data of these projects. There are several approaches to how to define the 

factors. (2-1:Astebro& Michela, 2005;  2-2:Arai et al., 2014; 2-3:Olsen, 2003; 2-4:Nakamura et 

al., 2011; 2-5:Nakayama et al., 2015) This study adopts the results of an already proven study 

using the following methods. (2-6:Takuma et al., 2015) 

 

1. List the candidates of factors from various existing research results. Then organize them based 

on the four viewpoints of the Balanced scorecard (Financial, Customer, Internal business 

process, Learning and growth), as it is a proven framework in project management using 

KGIs/KPIs.  

2. Interview the frequency of use of the listed candidates with three experts, confirm the validity 

and excess / deficiency of the candidates, and organize a proper set of candidates as the factor 

list. 

 

Table 2-1 lists the factors of product planning and development projects obtained in this way. 

Each series of A, C, D, E corresponds to the four viewpoints of the Balanced scorecard in order. 

 

Table 2-1. List of factors in product planning and development projects  

A series: Sales and revenue 

A1. Budget amount 

procured 

Numerical input question. Values are log-transformed and 

discretized into five ranks. 

A2. 3-year sales 

amount 

Numerical input question. Values are log-transformed and 

discretized into five ranks. 

A3. 3-year profit 

amount 

Numerical input question. Values are log-transformed and 

discretized into five ranks. 
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A4. 3-year profit rate 
Numerical input question. Values are log-transformed and 

discretized into five ranks. 

C series: Customer and partner corporation 

C1. Customer response 

to prototype 

Six ranks（1: no prototype, 2 to 3: disreputation, 4: no opinion, 5 to 

6: good reputation） 

C21. Average number 

of customers in product 

appealing scene 

Numerical input question. Values are log-transformed and 

discretized into five ranks (2 to 6) and 1: No customers. 

C22. Maximum number 

of customers in product 

appealing scene 

Numerical input question. Values are log-transformed and 

discretized into five ranks (2 to 6) and 1: No customers. 

C3. Impression for 

stakeholders 

Six ranks (1: no response, 2 to 3: bad impression, 4: no opinion, 5 

to 6: favorable impression) 

C4. Media's response to 

products 

Six ranks (1: no response, 2 to 3: bad impression, 4: no opinion, 5 

to 6: favorable impression) 

C5. Product's 

Contribution to natural 

environment and 

society 

Six ranks (1: no contribution, 2 to 3: adverse effect, 4: no opinion, 

5 to 6: favorable effect) 

C61. Number of 

external companies 

cooperating the project 

Numerical input question. Values are log-transformed and 

discretized into five ranks (2 to 6) and 1: No cooperation. 

C62. Contribution 

degree of the external 

organizations 

Six ranks (1: no cooperation, 2 to 3: bad impression, 4: no opinion, 

5 to 6: favorable impression) 

C71. Number of 

venture companies 

cooperating the project 

Numerical input question. Values are log-transformed and 

discretized into five ranks (2 to 6) and 1: No cooperation. 

C72. Contribution of 

the venture companies 

Six ranks (1: no cooperation, 2 to 3: bad impression, 4: no opinion, 

5 to 6: favorable impression) 

C81. Number of 

outsourced companies 

cooperating the project 

Numerical input question. Values are log-transformed and 

discretized into five ranks (2 to 6) and 1: No cooperation. 
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C82. Contribution 

degree of the 

outsourced companies 

Six ranks (1: no cooperation, 2 to 3: bad impression, 4: no opinion, 

5 to 6: favorable impression) 

D series: Business process 

D1. Clearness of target 

and organization 

definition 

Five ranks 1: (ambiguity) < 5 (clear) 

D2. Procurement status 

of resources 

Five ranks: 1 (deficiency) < 3 (no excess or deficiency) < 5 

(abundance)  

D3. With or without 

approval from relevant 

organizations 

1: With approval 2: Without approval 

D4. Quality inspection 

result of manufacturing 

process 

Six ranks (1: no management, 2 to 3: permissiveness, 4: standard, 5 

to 6: strict) 

D5. Period of time 

required for product 

development 

Numerical input question(months). Values are  discretized into 

five ranks. 

D61. 3-year sales 

volume 

Numerical input question. Values are log-transformed and 

discretized into five ranks. 

D62. 3-year contract 

completion rate 

Numerical input question (%). Values are  discretized into five 

ranks. 

D7. 3 years sales 

number market share 

Numerical input question (%). Values are discretized into five 

ranks (2 to 6) and 1: Unknown 

D8. Number of troubles 

occurring in 3 years 

Numerical input question. Values are discretized into five ranks (2 

to 6) and 1: Unknown 

D91. Number of 

academic papers 

published 

Numerical input question. Values are discretized into five ranks (2 

to 6) and 1: No publication.  

D92. Number of 

presentations in 

prominent academic 

journals 

Numerical input question. Values are discretized into five ranks (2 

to 6) and 1: No presentation. 

D101. Number of in-

house papers published 

Numerical input question. Values are discretized into five ranks (2 

to 6) and 1: No publication.  
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D102. Number of 

commendations for 

internal papers 

Numerical input question. Values are discretized into five ranks (2 

to 6) and 1: No commendation.  

D111. Number of 

patent registrations 

Numerical input question. Values are discretized into five ranks (2 

to 6) and 1: No application.  

D112. Success rate of 

patent registration 

Numerical input question (%). Values are  discretized into five 

ranks (2 to 6) and 1: No application.  

D113. Number of 

registrations of design 

rights, trademark rights, 

and copyright 

Numerical input question. Values are discretized into five ranks (2 

to 6) and 1: No application.  

E series: Learning and growth of human resources 

E1. Capability 

satisfaction of human 

resources 

Six ranks: 1: unknown, 2 (row) < 6 (high) 

E2. Status of human 

resource development 

Six ranks: 1 no development, 2 (no development) < 6 (well-

developed) 

E3. Accumulation 

status of knowledge 
Six ranks: 1: unknown, 2 (row) < 6 (high) 

E4. Activation status of 

internal community 
Six ranks: 1 no activation, 2 (completely inactive) < 6 (very active) 

E5. Evaluation on the 

timing of market 

introduction 

Six ranks: 1: unknown, 2 (row) < 6 (high) 

 

Figure 2-1 summarizes the items in Table 2-1 by applying them to the scheme of PMBOK®. The 

horizontal axis represents the process groups, and the vertical axis represents the knowledge areas 

in PMBOK®. The rightmost column where items related to performance evaluation are arranged 

does not exist in the PMBOK® scheme. In this way, it can be confirmed from the PMBOK® 

scheme that this study analyzes the relationship between the factors related to product planning 

and development strategy and actual results.  

 

 

 

 



11 

 

Figure 2-1. Comparison of survey items and PMBOK® scheme 

 

 

In the following part of Section 2, a questionnaire on actual product planning and development 

projects is conducted based on the factor list defined in this way, and the results are analyzed 

using Bayesian network 

 

2-2. Example Case 

In this study, as an example case, an online questionnaire on actual performance data of product 

planning and development projects for 250 companies. This survey was conducted by Nork 

Research, the Japanese domestic research firm which the author is affiliated with. The 

questionnaire consists of the following three steps. 

 

Step1: Screening 

Step2: Questioning 

Step3: Cleaning 

 

Details of each step are described below. 

 

Step1: Screening 

The research firm has registered candidates’ population consisting of the personal data of more 

than 200,000 working people who agreed to be invited to this kind of survey in advance. At first, 

invitation e-mails are sent to about 10,000 candidates who were randomly selected from the 

population. After candidate’s approval to take part in the questionnaire, they proceed to complete 

Knowledge areas /
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Process
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Planning Process Group
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Process
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Monitoring
and
Controlling
Process
Group

Closing
Process
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Achievement evaluation

Integration Management D3. With or without approval from relevant organizations

Scope Management D1. Clearness of  target and organization definition

A2. 3-year sales amount
D61. 3-year sales volume
D62. 3-year contract completion rate
D62. 3-year contract completion rate

Time Management D5. Period of time required for product development E5. Evaluation on the timing of market introduction

Cost Management A1. Budget amount procured
A3. 3-year profit amount
A4. 3-year profit rate

Quality Management
D4. Quality inspection result of manufacturing process
D8. Number of troubles occurring in 3 years

Human Resource
Management

C61. Number of external companies cooperating the
project
C62. Contribution degree of the external organizations
C71. Number of venture companies cooperating the project
C72. Contribution of the venture companies
C81. Number of outsourced companies cooperating the
project
C82. Contribution degree of the outsourced companies

E1. Capability satisfaction of human resources
E2. Status of human resource development
E3. Accumulation status of knowledge
E4. Activation status of internal community

Communication
Management

D101. Number of in-house papers published
D102. Number of commendations for internal papers

Risk Management
Procurement
Management

D2. Procurement status of resources

Stakeholder Management

C1. Customer response to prototype
C21. Average number of customers in product appealing
scene
C22. Maximum number of customers in product appealing
scene

C3. Impression for stakeholders
C4. Media's response to products
C5. Product's Contribution to natural environment and society
D91. Number of academic papers published
D92. Number of presentations in prominent academic journals
D111. Number of patent registrations
D112. Success rate of patent registration
D113. Number of registrations of design rights, trademark
rights, and copyright
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the pre-questions provided by the web-based questionnaire system. The role of the pre-questions 

is to select proper respondents according to the purpose of the questionnaire. The condition for 

screening given as the pre-questions are described in Table 2-2. 

 

Table 2-2. Condition of screening 

Job responsibility 

for screening survey respondents, only managers or 

higher responsibilities are selected, not included in 

analysis. 

Business type of respondent's 

enterprise 

Any of the following: 

agriculture, forestry and fisheries / mining / discrete 

manufacturing / process manufacturing / construction / 

wholesale / retailing / transportation / IT-related service / 

general service (except IT-related) /others 

Annual sales of respondent's 

enterprise 

Any of the following: 

less than 500 million yen / 500 million -3 billion yen /3 

billion yen - 5 billion yen /5 billion - 10 billion yen /10 

billion -30 billion yen / 30 billion - 50 billion yen / more 

than 50 billion yen  

The amount of capital of 

respondent's enterprise 

The amount of capital of survey respondent's enterprise 

exceeds 100 million Japanese yen 

The experience of product 

development of respondent's 

enterprise 

Survey respondent's enterprise has experience of product 

development more than two years 

 

With these pre-questions, respondents whose job titles are executive or managerial were selected 

and their enterprises have recent experience (within two years) of its own product planning and 

development projects. If the amount of capital is relatively low, the enterprise tends to be a 

subcontractor of other larger ones and do not have their own projects. That is not suitable for this 

survey. Therefore, capital conditions are also set. Through this screening step 250 + α appropriate 

respondents are extracted. 

 

Step2: Questioning 

This step is called the main survey. The extracted 250+ α respondents answer the questionnaire 
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about the achievements of their own product planning and development projects. The question 

items are the factor list defined in Section 2-1. 

 

Step3: Cleaning 

Finally omit improper data, such as response time was too short, the sales revenue is too large, 

and etc. As a result, a CSV formatted row database of 250 records is obtained. 

 

2-3. Application of Bayesian network 

In this section, Bayesian network analysis is applied to the data collected in Sec2-2. Bayesian 

network analysis is a kind of statistical modelling method based on Bayesian statistics. A Bayesian 

network is a graphical representation of relationships among statistical events in the form of 

events drawn as nodes and relationships drawn as edges. It also satisfies the two conditions below. 

 

Condition 1:  

Each edge is directed, and any chains of directed edges are not cycled (Directed Acyclic 

Graph: DAG). 

 

Condition 2:  

The probability of a node is calculated with conditional probability of its parent nodes, 

of which directed edges are connecting towards the node. 

 

Under the two conditions above, it is mathematically proven that the joint probability of events 

within the network can be calculated as a product of conditional probabilities between parents 

and children (2-7:Lee, 2011). That is to say, Bayesian network is an efficient way to represent 

relationships among events using DAG and conditional probabilities for calculating probabilities 

of multiple events. With such a network structure, Bayesian network has also these two 

advantages. 

 

Advantage 1: Relationships among multiple events can be visually recognized. 

 

Advantage 2: The influence on other events caused by the change of an event can be calculated, 

by the change being propagated via nodes and edges. 

 

The latter process is called “probability propagation” or “belief propagation” (2-8:Yedidia et al., 

2001). In probability propagation, setting a value for a node is called “providing evidence”. In 

this way, Bayesian network is useful in analyzing relationships among many factors in product 
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planning and development projects. In addition, Bayesian network is also used in various 

management fields such as quality management (2-9:Nguyen, 2015), ecological risk management. 

(2-10:Pollino et al., 2007) and others (2-11:Li et al., 2016; 2-12: Cui et al., 2006; 2-13:Ezawa, 

1998) 

 

Following three steps below, Bayesian network is constructed by learning the actual performance 

data of product planning and development projects obtained in Section 2-2. This procedure itself 

is common in Bayesian network analysis. 

 

Step1: Data discretization 

In Bayesian network, the value of node needs to be discrete, in order to set an evidence to it. 

Therefore, numeric entry questions are converted into multiple-choice questions in advance. In 

Table 2-1, it is already described, which question is to be discretized. 

 

Step2: Selection of edge candidates 

In order to avoid the influence of data specific bias as much as possible, iterative extraction (100 

times, the same number of records) from the data is performed using the bootstrap method. Edges 

with an accuracy greater than x = 0.7 (0 < x < 1) in the result of the iteration are configured in 

initial state of the construction of Bayesian network as candidates of actual edges. 

 

Step3: Network learning:  

Construction of Bayesian network is performed. There are several algorithms for this process such 

as “Hill-climbing algorithm” or “K2 algorithm”. In this study, “Tabu search” is used (2-14:Pan et 

al., 2019; 2-15:Zhang et al., 2019). Tabu Search is an approach that marks recent operation as 

prohibited and tries to avoid repetition of the same operation, which might cause local minimum 

trap. Tabu Search itself is a kind of generalized algorithm used not only in Bayesian network but 

also in various applications.  

 

The Bayesian network obtained in this way is shown in Figure 2-2. 
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Figure 2-2. Bayesian network obtained from data of 250 records 

 

 

Looking at the obtained Bayesian network, there are some parts where nodes are not connected 

to others or where nodes with similar meanings are adjacent to each other. Therefore, before 

conducting a detailed analysis, less important nodes need to be omitted. Based on the network 

structure, domain knowledge and preliminary probabilistic propagation analysis, the following 

nodes will be deleted. 
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Furthermore, C21 and C22 are adjacent. 

C3. Impression for stakeholders 

C3 has the similar trend with “C4. Media's response to products” from a business point 

of view and from the preliminary analysis. Furthermore, C3 and C4 are adjacent. 

C81. Number of outsourced companies cooperating the project 

C81 has the similar trend with “C61. Number of external companies cooperating the 

project” from a business point of view and from the preliminary analysis. 

C82. Contribution degree of the outsourced companies 

C82 has the similar trend with “C62. Contribution degree of the external organizations” 

from a business point of view and from the preliminary analysis. Furthermore, C62 and 

C82 are adjacent. 

D3. With or without approval from relevant organizations 

D3 is only connected with D9 at the end of the network. Form a business point of view, 

it does not strongly affect the achievement of product planning and development. 

Furthermore, by summarization of the data, it is also confirmed that D3 has little 

correlation with other nodes. 

D5. Period of time required for product development 

D5 is only connected with A1, which is to be deleted, at the end of the network. Form a 

business point of view, it does not strongly affect the achievement of product planning 

and development. Furthermore, by summarization of the data, it is also confirmed that 

D5 has little correlation with other nodes. 

D62. 3-year contract completion rate 

D62 has the similar trend with “D61. 3-year sales volume” from a business point of view 

and from the preliminary analysis. Furthermore, D61 and D62 are adjacent. 

D92. Number of presentations in prominent academic journals 

D92 has the similar trend with “D91. Number of academic papers published” from a 

business point of view and from the preliminary analysis. Furthermore, D91 and D92 are 

adjacent. 

D101. Number of in-house papers published 

D101 has the similar trend with “D102. Number of commendations for internal papers” 

from a business point of view and from the preliminary analysis. Furthermore, D101 and 

D102 are adjacent. 

D111. Number of patent registrations 

D111 has the similar trend with “D112. Success rate of patent registration” from a 

business point of view and from the preliminary analysis. Furthermore, D111 and D112 

are adjacent. 
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D113. Number of registrations of design rights, trademark rights, and copyright 

D113 is only connected with D112 at the end of the network. Form a business point of 

view, it does not much affect the achievement of product planning and development. 

Furthermore, by summarization of the data, it is also confirmed that D113 has little 

correlation with other nodes. 

E1. Capability satisfaction of human resources 

From a business point of view and from the result of preliminary analysis, it is assumed 

that it would be difficult for respondent to give quantitative evaluation to this factor at 

present. 

E3. Accumulation status of knowledge 

From a business point of view and from the result of preliminary analysis, it is assumed 

that it would be difficult for respondent to give quantitative evaluation to this factor at 

present. 

E5. Evaluation on the timing of market introduction 

E5 is only connected with E1 at the end of the network. Form a business point of view, it 

does not much affect the achievement of product planning and development. Furthermore, 

by summarization of the data, it is also confirmed that E5 has little correlation with other 

nodes. 

 

Figure. 2-3 shows the result of Bayesian network construction again after selecting the factors in 

this way. 

 

Figure 2-3. Bayesian network obtained from data of 250 records after eliminating redundant nodes 
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2-4. Acquisition of New Insights 

In this section, some new insight will be found by probabilistic inference using the Bayesian 

network obtained in Section 2-3. Before getting into the detail, notation and terminology required 

for performing the analysis are organized again below. 

 

Node and Edge:  

A random variable represented by a circle on the Bayesian network is referred to as a 

node, whereas an arrow representing a conditional probability connecting variables is 

referred to as an edge. 

Rank:  

A discrete value that can be taken by a random variable subject to a Bayesian network 

analysis, which is generated from a questionnaire for collecting observed data, is 

referred to as a rank. 

Evidence:  

When inference is performed via a Bayesian network, specifying a value for a node is 

expressed as “providing evidence.” Evidence includes hard evidence, which explicitly 

provides a specific value, and soft evidence, which specifies a possible value with a 

probability value.  

Score:  

Providing that the r-th rank value of the node X, which is the target of score calculation, 

is Rank (X(r)), and the probability that the node X has the value of Rank (X(r)) in the 

Bayesian network is BN (X(r), evd) when evidence = evd is given, the score of the node 

X under given evidence can be calculated as follows: 

 

score(X, evd) =  ∑ Rank(X(r) 

𝑟

× BN(X(r), evd))                 (2 − 1) 

 

As an initial stage of analysis, first take a bird's eye view of the obtained Bayesian network. From 

business point of view, the following four nodes correspond to KGIs. 

“A2. 3-year sales amount” 

“A3. 3-year profit amount” 

“D61. 3-year sales volume” 

“D7. 3 years sales number market share” 

 

These four nodes are located at the bottom of the network as child nodes. The directions of edges 

do not necessarily represent strict causal relationships, but these locations of KGIs coincide well 
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with actual situation, such as the value of KGIs are outcomes from KPIs. 

 

The top parent node is “C4. Media's response to products”, which is the most important node 

affecting all other nodes. Actually, increasing the reputation of the media contributes to the 

improvement of product recognition and appeal, and ultimately has a positive effect on the 

number of sales and market share. Therefore, the location of C4 also matches the experience in 

actual business, too. here, probabilistic propagation will be performed for searching some new 

insights. 

 

Next to C4, there is a node “C5. Product's Contribution to natural environment and society”. 

Recently, Promoting the contribution of the product to the environment is also effective in raising 

the reputation of the media. Therefore, predict how increasing the value of C5 will improve KGIs 

by probabilistic propagation. Since A2 and A3 are adjacent, and profit and number of sales are 

almost linked, KGIs to calculate the score are A2, D61 and D7. 

 

Figure 2-4 shows the score of nodes A2, D61, and D7 respectively, when increasing the rank of 

C5 from 4 to 6. 

 

Figure 2-4. Score change of A2, D61 and D7 according to C5 

 

 

The gradient in the graph is the slope of the approximate straight line of the graph. As seen from 

the value of the gradient, these three graphs are almost flat, so C5 will not directly affect the KGIs, 

such as A2, D61 and D7. However, C5 may have a positive impact on other KPIs. When checking 

the score changes of various KPIs when the rank of C5 was changed, the following two nodes 

showed relatively high values.  
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Figure 2-5 shows the score of nodes C62 and E2 respectively, when increasing the rank of C5 

from 4 to 6. 

 

Figure 2-5. Score change of C62 and E2 according to C5 

 

 

Since the value of the gradient indicates, these two KPIs are influenced by the change of C5. 

Therefore, an effort to increase the contribution of products to the natural environment will work 

positively from the perspective of collaboration with external organizations or human resource 

development. In the future, by comparing benefit and burden of C5 by further detailed survey, it 

will be possible to measure the effect of C5 from multiple points of view. This approach can be 

also applied to the theme such as SDGs or security. 

 

2-5. Three Major Issues Faced in Actual Businesses 

In Section 2-4, after constructing Bayesian network from the actual performance data of product 

planning/development projects and selecting factors based on domain knowledge and preliminary 

analysis, some new insights on product planning/development and environmental protection 

could be obtained by probability inference.  

 

But in actual business, it is required not only to obtain new unexpected insights, but also to predict 

the changes of KGIs/KPIs under the specified conditions, and to clarify which factor should be 

focused on, such as, “What should retailers do to increase product sales?” or “Does the 

relationship between the contribution of products to the environment and the number of sales 

differ depending on the scale of annual sales?”. However, when attempting to perform Bayesian 

network analysis in consideration of various conditions required in actual business as described 

above, the following problems arise. 

 

Issue 1: business type and annual sales are not properly reflected within analysis result when they 

are merely added as factors into a normal Bayesian network. 

 

Issue 2: When focusing on specific factors, the partial structure of a normal Bayesian network 

may not match the actual domain knowledge. 
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Furthermore, in efforts such that increasing the contribution of products to the natural 

environment, external appeal on the Internet is also important. In that case, the following issues 

will be added. 

 

Issue 3: It is difficult to determine what keywords are best for appealing in order to enhance the 

effect of the factors to be focused on. 

 

In the following Section 3, 4 and 5, the author proposes solutions for these three issues 

respectively. 

  



22 

 

3. Analysis Considering Business Type and Annual Sales 

3-1. Background 

In this section, of the three issues raised in Section 2, the proposed method to solve the following 

Issue 1 is described. 

 

Issue 1: business type and annual sales are not properly reflected within analysis result when they 

are merely added as factors into a normal Bayesian network. 

 

The author proposes the method for Reflecting business type and annual sales by introducing the 

topic nodes obtained via LDA (Latent Dirichlet Allocation) into Bayesian network. LDA (Latent 

Dirichlet Allocation) is a statistical model that is often used for document classification (corpus 

classification), which is based on the appearance frequencies of words. Firstly, words through all 

documents are classified into groups according to their frequency of appearances. This group is 

called “topic.” Then two types of probability distributions are generated. The first are word 

distributions, which represent the frequency of appearance of each word in each topic. Namely, 

there are as many word distributions as there are topics. The others are topic distributions, 

indicating which topic is likely to appear for each document, and each document has its own topic 

distribution. This model is learned according to the given data of documents and words. This 

model shows what topics each document is categorized into and what words each topic is 

characterized by. 

 

LDA can be applied not only to document classification, but also to customer classification, based 

on the number of each item purchased, if “word” is replaced by “item,” and “document” by 

“purchaser” (3-1:Iwata & Sagawa, 2012). LDA is also applicable to the classification of images 

(3-2:Fei-Fei & Perona, 2005). 

 

In this way, if some features from data can be replaced by frequency of appearance, classification 

by LDA can be done. In this study, topics reflecting business types and annual sales are generated 

and incorporated into the Bayesian network, which makes it possible to perform probability 

propagation among KPIs/KGIs, considering business type and annual sales. 

 

3-2. Example Case 

In order to describe the proposed method concretely, actual performance data of product planning 

and development projects are used as an example case in this section. Though the data screening 

conditions and questionnaire implementation method are the same as in Section 2, the number of 
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records has been increased to 992, and the question items are further improved based on other 

existing studies. (3-3:Porter & Kramer, 2011; 3-4: Tsochantaridis, Joachims, Hofmann, & Altun, 

2005) The question items, which are also factors in Bayesian network analysis, are shown in Table 

3-1. 

 

Table 3-1. Question items 

A series: Sales and revenue 

A1. 3-year sales 
Numerical input question. Values are log-

transformed and discretized into seven ranks. 

A2. 3-year profits 
Numerical input question. Values are log-

transformed and discretized into seven ranks. 

C series: Customer and partner corporation 

C1. Customer response to prototype 
Six ranks（1: no prototype, 2 to 3: disreputation, 

4: no opinion, 5 to 6: good reputation） 

C2. Average number of customers in 

product appealing scene 

Numerical input question. Values are log-

transformed and discretized into five ranks (2 to 

6) and 1: No customers. 

C3. Media's response to products 
Six ranks (1: no response, 2 to 3: bad impression, 

4: no opinion, 5 to 6: favorable impression) 

C4. Product's contribution to natural 

environment and society 

Six ranks (1: no contribution, 2 to 3: adverse 

effect, 4: no opinion, 5 to 6: favorable effect) 

C51. Number of external organizations 

cooperating in the project 

Numerical input question. Values are log-

transformed and discretized into five ranks (2 to 

6) and 1: No cooperation. 

C52. Degree of contribution of the 

external organizations 

Six ranks (1: no cooperation, 2 to 3: bad 

impression, 4: no opinion, 5 to 6: favorable 

impression) 

C61. Number of venture companies 

cooperating in the project  

Numerical input question. Values are log-

transformed and discretized into five ranks (2 to 

6) and 1: No cooperation.  

C62. Contribution of the venture 

companies 

Six ranks (1: no cooperation, 2 to 3: bad 

impression, 4: no opinion, 5 to 6: favorable 

impression) 

D series: Business process 
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D1. Clarity of requirements for products Five ranks 1: (ambiguity) < 5 (clear) 

D2. Procurement status of resources 
Five ranks: 1 (deficiency) < 3 (no excess or 

deficiency) < 5 (abundance)  

D3. Strength of management force 
Six ranks (1: no management, 2 to 3: 

permissiveness, 4: standard, 5 to 6: strict) 

D4. 3-year sales volume 
Numerical input question. Values are log-

transformed and discretized into five ranks. 

D5. 3-year market share 

Numerical input question. Values are log-

transformed and discretized into five ranks (2 to 

6) and 1: No information.  

D6. Number of failures occurring in 3 

years 

Numerical input question. Values are log-

transformed and discretized into five ranks (3 to 

6) and 1: No information 2: zero case.  

D7. Number of academic papers 

published 

Numerical input question. Values are log-

transformed and discretized into five ranks (2 to 

6) and 1: No publication.  

D8. Number of commendations for 

internal papers 

Numerical input question. Values are log-

transformed and discretized into five ranks (2 to 

6) and 1: No commendation.  

D9. Success rate of patent registration  

Numerical input question. Values are log-

transformed and discretized into five ranks (2 to 

6) and 1: No application.  

E series: Learning and growth of human resources 

E1. Status of human resource 

development 

Six ranks: 1 no development, 2 (no development) 

< 6 (well-developed) 

E2. Activation status of internal 

community 

Six ranks: 1 no activation, 2 (completely inactive) 

< 6 (very active) 

 

In addition, as with Section 2, the items related to enterprise attributes are shown in Table 3-2. 

(S1 is job responsibility, but not used in analysis, as it is for screening survey respondents.) 
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Table 3-2. Enterprise attributes 

 

 

Since the theme of this section is analysis including enterprise attributes such as S2 (Business 

types) and S3 (Annual sales), the number of nodes subject to Bayesian network analysis is S series 

= 2, A series = 2, C series = 8, D series = 9, E series = 2, will be a total of 23. 

 

3-3. Issue to be Solved 

Before describing the proposed method in detail, reconfirm the issue to be solved in this section 

using the example case. For reflecting the effects of business type and annual sales on Bayesian 

network, it might be simplest to include “S2. Business type” and “S3. Annual sales” as ordinal 

nodes. The left diagram in Figure 3-1 shows the results of Bayesian network analysis, where S2 

and S3 are added as ordinal nodes. The right graphs show the scores of “A1. 3-year sales” (one 

of the KGIs), when the value of S2 (upper graph) and S3 (lower graph) are changed. For 

comparison, the average A1 scores aggregated from the raw data are also plotted in the right 

graphs.  

 

Figure 3-1. Bayesian network with S2 and S3, and inference results compared with raw data 
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As the graphs in Figure 3-1 show, whereas the A1 scores fluctuate according to business type or 

annual sales for the raw data, the results are almost uniform in the result of Bayesian network. 

This is because S2 and S3 are located at the edge of the network, and their influences on other 

nodes are limited. However, S2 and S3 are basic attributes of enterprises and should have some 

effects on the A1 score as seen in the raw data. Therefore, the improvement by leveraging an LDA, 

as described in Concept and outline of proposed methods section, is required. This is an example 

of the issue mentioned in Section 3-1. 

 

3-4. Proposed Method 

One way to solve the issue in Section 3-3 is to construct Bayesian network for each business type 

or annual sales. However, there are enterprises such as SPAs (Specialty store retailer of Private 

label Apparel) that combine the characteristics of both manufacturing and retail. Furthermore, 

new product planning/development may often span multiple business types. As for annual sales, 

it might be difficult to analyze the relationship between product planning/development and annual 

sales growth, if Bayesian networks are divided into several categories of annual sales.  

 

Another way is to add some group of nodes associated with business type or annual sales. At that 

time, as shown in the upper part of Figure 3-2, if the group of nodes can include information on 

factors related to business type or annual sales, it will be possible to properly reflect the difference 

on them. When enterprises correspond to documents, factors including business type/annual sales 

correspond to words, and groups correspond to topics, it has the same scheme as LDA (Latent 

Dirichlet Allocation) used in document classification, as shown in the lower part of Figure 3-2.  

 

Figure 3-2. Comparison between the proposed method and LDA 
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However, since business type and annual sales correspond to words in LDA, it is necessary to 

calculate the association between business type/annual sales and the group from the results of 

LDA and the actual data. 

 

To solve the issue in Section 3-3, the author proposes to apply LDA to several items closely related 

with S2 and S3, respectively. Then the topics in terms of S2 and S3 are extracted and incorporated 

into the Bayesian network as nodes. These nodes called “topic nodes.” Topic nodes are random 

variables reflecting business type and annual sales of an enterprise with topic distribution. The 

differences due to business type and annual sales can be suggested to Bayesian network by 

providing soft evidence on topic nodes. 

 

There are two reasons for choosing LDA here, in addition to the commonality of the schemes 

shown in Figure 3-2. 

 

The first is that the attributes of the company can be expressed flexibly. In particular, regarding 

business type, it is possible to express something like "Enterprise #1 has a manufacturing industry 

element of 70% and a retail industry element of 30%", and it will be possible to handle cross-

industry forms. 

 

The second is compatibility of probability propagation in Bayesian network. If S2 and S3 are 

directly added as ordinal nodes, the differences in business type and annual sales are given as hard 

evidence on Bayesian network. In this case, KGIs/KPIs might become conditionally independent 

by separation with S2 and S3. This makes it difficult to understand the relationships among 

KGIs/KPIs. On the other hand, the proposed method reflects the differences in business type and 

annual sales as soft evidence. Thus, probability propagation can be performed just like ordinal 

Bayesian network. Similar studies about the structure of Bayesian network are active in the fields 

of machine learning research (3-5:Linderman, Adams, & Pillow, 2016). And, contrary to this study, 

Bayesian approach is becoming applied to existing classification methods like clustering (3-

6:Heller & Ghahramani, 2005). 

 

The proposed methods consist of two steps. The first is “generation of topic nodes with LDA”.  

The second is “construction and configuration of the Bayesian network with topic nodes.” The 

details of each step are described in the following, respectively. 

 

3-4-1. Generation of Topic Nodes via LDA 

For generating topic nodes instead of S2 and S3, LDA is required to be applied to 992 records, 



28 

 

with items listed in Table 3-1 and 3-2. As it is not efficient to include all the items into LDA, items 

that are closely related with S2 and S3 should be selected. Figure 3-3 shows items that have higher 

absolute values of correlation coefficient with S2 and S3, respectively. 

 

Figure 3-3. Items highly correlated with S2 and S3 

 

 

In each graph in Figure 3-3, items are sorted in descending order of absolute value of correlation 

coefficient with S2 and S3. As shown with dotted line, D9, D4, A1, D5, C1, and A2 are closely 

related with S2. On the other hand, A2, C62, D6, A1, and D3 are closely related with S3. Therefore, 

as shown in Table 3-3, LDA is applied to the two item groups, respectively. 

 

Table 3-3. Items subject to the LDA in terms of S2 and S3 

LDA in terms of S2 LDA in terms of S3 

A1. 3-year sales A1. 3-year sales amount 

A2. 3-year profits A2. 3-year profit amount 

C1. Customer response to prototype 
C61. Number of venture companies 

cooperating in the project  

D4. 3-year sales volume 
C62. Contribution of the venture 

companies 

D5. 3-year market share D3. Strength of management force 

D9. Success rate of patent registration 
D6. Number of troubles occurring in 

3 years 

 

In LDA, it is necessary to convert each item value into countable numerical data. In this study, 

multiple choice questions are designed to have equal intervals among the choices. That means 

rank2 can be regarded as a double rating of rank1. As for C1, D3, D61, and C62, there is a 

bidirectional choice of evaluation in a question. In those cases, a question is divided into two 

countable, unidirectional questions. For numerical questions such as A1, A2, D4, D5, D6, and D9, 
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values are log transformed in order to prevent a few large values from forming a single topic. 

These conversions are summarized in Table 3-4. 

 

Table 3-4. Conversion prior to LDA analysis 

Items subject to LDA in terms of S2 Quantification for LDA analysis 

A1. 3-year sales 0⇒0, 1⇒1, 2 or more ⇒log transformation 

A2. 3-year profits 0⇒0, 1⇒1, 2 or more ⇒log transformation 

C1. Customer response to prototype 

C1 is divided into two items: C1A 

representing the degree of “Unpopular” and 

C1B representing the degree of “Popular”. 

“No trial” as 0 and “Equivocal” as 1. Others 

are divided into “Unpopular” and “Popular” 

from 2 to 6, respectively.  

D4. 3-year sales volume 0⇒0, 1⇒1, 2 or more ⇒log transformation 

D5. 3-year market share 0⇒0, 1⇒1, 2 or more ⇒log transformation 

D9. Success rate of patent 

registration 
0⇒0, 1⇒1, 2 or more ⇒log transformation 

  

Items subject to LDA in terms of S3 Quantification for LDA analysis 

A1. 3-year sales amount 0⇒0, 1⇒1, 2 or more ⇒log transformation 

A2. 3-year profit amount 0⇒0, 1⇒1, 2 or more ⇒log transformation 

C61. Number of venture companies 

cooperating in the project  
0⇒0, 1⇒1, 2 or more ⇒log transformation 

C62. Contribution of the venture 

companies 

C62 is divided into two items: C62A 

representing the degree of “Bad impression” 

and C62B representing the degree of “Good 

impression”. “No cooperation” as 0 and 

“Equivocal” as 1. Others are divided into 

“Bad impression” and “Good impression” 

from 2 to 6, respectively.  

D3. Strength of management force 

D3 is divided into two items: D3A 

representing the degree of “Tolerant” and 

D3B representing the degree of “Strict”. “No 

management” as 0 and “Standard” as 1. 

Others are divided into “Tolerant” and 

“Strict” from 2 to 6, respectively.  
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D6. Number of troubles occurring in 

3 years 
0⇒0, 1⇒1, 2 or more ⇒log transformation 

 

After the conversion in Table 3-4, LDA is applied to items related with S2 (A1, A2, C1A, C1B, 

D4, D5, and D9) and S3 (A1, A2, C61, C62A, C62B, D3A, D3B, and D6), respectively. At first, 

it is necessary to specify the number of topics. In this study, four major evaluation methods for 

the topics number are calculated (3-7:Arun, Suresh, Madhavan, & Murthy, 2010; 3-8:Cao, Xia, 

Li, Zhang, & Tang, 2009; 3-9:Deveaud, SanJuan, & Bellot, 2014; 3-10:Griffiths & Stevvers, 

2004). Then the optimal topics number is decided based on the sum of the four methods score. In 

this way, the optimal number of topics is four for S2 and five for S3. Gibbs sampling is used in 

the inference of the probabilistic model of the LDA (3-11:Papanikolaou, Foulds, Rubin, & 

Tsoumakas, 2017). These nine topics (9 = 4+5) cannot be incorporated into the Bayesian network 

yet. Four topics (S21_pre, S22_pre, S23_pre, S24_pre) in terms of S2 and five topics (S31_pre, 

S32_pre, S33_pre, S34_pre, S35_pre) in terms of S3 are shown in Table 3-5. These tables show 

the appearance rate of items for each topic and its variance on the right edge. 

 

Table 3-5. Appearance rate of items for each topic 

Appearance rate of items for each topic in terms of S2  

S2 A1  A2  C1A  C1B  D4  D5  D9  
Vari

ance 

 

S21_pre 14.9% 41.2% 1.5% 3.8% 36.5% 1.7% 0.5% 0.03  

S22_pre 55.1% 22.7% 1.3% 5.9% 12.7% 1.6% 0.7% 0.04  

S23_pre 26.2% 1.0% 1.5% 10.6% 28.6% 6.1% 3.6% 0.01  

S24_pre 42.1% 24.9% 0.8% 10.0% 13.1% 2.1% 7.1% 0.02  

          

Appearance rate of items for each topic in terms of S3 

S3 A1  A2  C61  C62A C62B D3A D3B D6 
Varianc

e 

S31_pre 37.2% 36.6% 2.1% 0.2% 5.3% 7.1% 2.3% 9.2% 0.02 

S32_pre 54.7% 37.2% 0.1% 0.1% 0.1% 1.5% 5.3% 0.9% 0.05 

S33_pre 19.7% 52.6% 1.6% 0.2% 3.3% 1.0% 18.7% 2.9% 0.03 

S34_pre 59.4% 28.1% 0.2% 0.1% 1.3% 0.7% 9.4% 0.7% 0.05 

S35_pre 56.0% 29.3% 0.8% 0.3% 2.4% 4.9% 5.5% 0.8% 0.04 

 

Each enterprise belongs to any topic in terms of S2 and S3. Therefore, when the probability that 

an enterprise belongs to topic A is written as P(A), those are satisfied for each enterprise. 
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𝑃(𝑆21_𝑝𝑟𝑒) + 𝑃(𝑆22_𝑝𝑟𝑒) + 𝑃(𝑆23_𝑝𝑟𝑒) + 𝑃(𝑆24_𝑝𝑟𝑒) = 1                                (3 − 1) 

𝑃(𝑆31_𝑝𝑟𝑒) + 𝑃(𝑆32_𝑝𝑟𝑒) + 𝑃(𝑆33_𝑝𝑟𝑒) + 𝑃(𝑆34_𝑝𝑟𝑒) + 𝑃(𝑆35_𝑝𝑟𝑒) = 1    (3 − 2) 

 

That means, if the values of three topics in terms of S2 are determined, the values of the rest are 

also fixed. The same applies to topics in terms of S3. Therefore, one topic should be omitted, 

respectively. As a topic with little change would be the appropriate candidate for omission, 

S23_pre and S31_pre are omitted, according to the variance shown in Table 3-5. By renaming 

S21_pre, S22_pre, and S24_pre to S21, S22, and S23, three topics in terms of S2 are obtained. In 

the same way, S32_pre, S33_pre, S34_pre, and S35_pre are renamed to S31, S32, S33, and S34 

and form four topics in terms of S3.  

 

As the final step of generating topic nodes, the values of topics are discretized prior to being 

incorporated into Bayesian network analysis in the same way as described in Table 3-1. 

Considering the distribution of values, S21, S22, and S23 are discretized into six ranks, and S31, 

S32, S33 and S34 are discretized into four ranks. Finally, three topic nodes (S21, S22, S23) in 

terms of S2 and four topic nodes (S31, S32, S33, S34) in terms of S3 are obtained. These nodes 

are closely related to S2 and S3, respectively, and reflect the differences in business type and 

annual sales among enterprises. 

 

3-4-2. Construction and Configuration of Bayesian Network with Topic Nodes 

The latter half of the proposed method is to incorporate topic nodes into the Bayesian network 

analysis. The original network in Figure 3-1 has 23 nodes, which are S2, S3, A series =2, C series 

=8, D series =9 and E series =2. With the proposed method, topic nodes are added instead of S2 

and S3. As a result, this new network with topic nodes has 28 nodes, which are topic nodes in 

terms of S2 (S21, S22, S23), topic nodes in terms of S3 (S31, S32, S33, S34), A series =2, C series 

= 8, D series = 9 and E series = 2. 

 

The construction process of the new network is performed in the same way as the original network. 

In this study, prior to the actual construction of Bayesian network, candidate directed edges are 

selected. At first, boot strap sampling is applied by randomly and iteratively extracting samples 

from 992 records (100 times, the same size of the original data for each). Then Bayesian network 

analysis is applied to those 100 data sets, separately. If a directed edge has ratio of appearance 

larger than x = 0.8 (0 < x <1) out of 100 results, this edge is designated as a candidate of the actual 

construction of the Bayesian network. (Since higher accuracy is required than the analysis in 

Section 2, the condition of x is set to 0.8, which is stricter than 0.7) 
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After designating candidates of directed nodes, the actual construction of Bayesian network is 

performed in the same way as Section 2. In this way, the new network with topic nodes is obtained, 

as shown in Figure 3-4. 

 

Figure 3-4. Bayesian network with topic nodes 

 

The remarkable points of Figure 3-4 are as follows: 

 

Topic nodes (represented as gray ovals in Figure 4):  

S21, S22, S23 are topic nodes in terms of S2. They are close to each other. This result is natural, 

as these nodes have the same role of reflecting S2. In the same way, topic nodes in terms of S3 

(S31, S32, S33, S34) are also close to each other.  

 

KGIs (represented by the thick-line circle in Figure 4):  

The following nodes are KGIs showing achievements in product planning and development 

projects: 

“A1. 3-year sales”  

“A2. 3-year profit”  

“D4. 3-year sales volume”  

“D5. 3-year market share” 
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KGIs are close to topic nodes in terms of S2 and S3. This result coincides well with common 

insight in real business, such that achievements of product planning and development projects 

differ in business type and annual sales. This is one of advantages of the new network with topic 

nodes compared with the original network. 

 

Important KPIs (represented by the dotted-line circle in Figure 4):   

The following nodes are directly connected with KGIs or topic nodes. As nodes that are close to 

each other have generally strong influences on each other in Bayesian network, these nodes would 

have strong influences on KGIs in terms of differences in business type and annual sales. In this 

meaning, the following are important KPIs in this study: 

“D3. Strength of management force”  

“D6. Number of failures occurring in 3 years”  

“D9. Success rate of patent registration” 

 

The next step is to configure the new network by giving soft evidence to topic nodes. By 

summarizing 992 records, the distribution of topic nodes for each attribute of S2 and S3 are 

obtained. For example, Table 3-6 shows the distribution of S21 according to attributes of S2. 

 

Table 3-6. Distribution of S21 according to attributes of S2 

S21 rank1 rank2 rank3 rank4 rank5 rank6 

agriculture, forestry, and 

fisheries 
0.0% 0.0% 25.0% 12.5% 25.0% 37.5% 

mining 0.0% 0.0% 0.0% 33.3% 33.3% 33.3% 

discrete manufacturing 2.8% 3.4% 17.0% 17.0% 25.6% 34.1% 

process manufacturing 0.7% 2.2% 14.7% 22.1% 24.3% 36.0% 

construction 0.0% 1.8% 9.7% 19.5% 44.2% 24.8% 

wholesale 0.0% 1.4% 6.9% 15.3% 33.3% 43.1% 

retailing 0.0% 3.5% 1.8% 8.8% 36.8% 49.1% 

transportation 0.0% 0.0% 8.5% 10.6% 34.0% 46.8% 

IT-related service 0.7% 3.4% 10.2% 21.1% 38.1% 26.5% 

General service (except 

IT-related) 
0.0% 1.8% 10.0% 18.2% 30.0% 40.0% 

others 0.8% 0.0% 2.4% 15.4% 43.1% 38.2% 

 

The distributions of other topic nodes are obtained in the same way. These distributions play the 

role of combining attributes of business type and annual sales with the value of topic nodes. As 
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they represent the value of topic nodes with probability, they can be configured into the Bayesian 

network as soft evidence. 

 

In this way, the construction and configuration of the Bayesian network with topic nodes is 

completed. In real business, it is not realistic to perform Bayesian network analysis individually 

for each attribute of S2 (11 attributes of business type) and S3 (7 attributes of annual sales), 

because 77 different networks are required to be generated. On the other hand, the proposed 

methods specialize one Bayesian network to fit 77 different patterns of S2 and S3 by giving soft 

evidence on topic nodes obtained from the LDA. Conversely, Bayesian networks with topic nodes 

are considered to be generalizations of each network for specific attributes in terms of S2 and S3. 

This structure is useful to explore relationships between KGIs/KPIs, while considering 

differences in business type and annual sales. The concept of this specialization and generalization 

is shown in Figure 3-5. 

 

Figure 3-5. Specialization and generalization of the Bayesian network with topic nodes 

 

 

There are already several studies that classify data into several latent classes by LDA and apply 

Bayesian network analysis for each class. The difference of this method is that topic nodes are 

generated with LDA and introduced into one Bayesian network that can represent multiple state 

of classes. 

 

In the future, business type topic nodes may be able to analyze the relationship between business 

type conversion and product planning/development strategy. In addition, annual sales topic nodes 

may be able to analyze the relationship between the expansion of the enterprise scale and the 

results of product planning and development, and give the answer to "whether the integration of 

SMEs will lead to the improvement of product planning and development capabilities". 
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3-5. Result and Conclusion 

In this section, the validity and effectiveness of the obtained Bayesian network with topic nodes 

is confirmed. At first, in “3-5-1. Values of Interest”, how influences of important KPIs on KGIs 

are affected by annual sales and industry is shown. Next, “3-5-2. Average Value Range of KGIs 

According to Important KPIs” summarizes the differences shown in 3-5-1 according to various 

KPIs/KGIs. Furthermore, “3-5-3. Relevance Considerations“ makes sure that the obtained 

Bayesian network shows reasonable results when comparing the originals and the data. Finally, 

in “3-5-4. Conclusion”, the author states the conclusions of this section. 

 

3-5-1. Values of Interest 

In this section, by leveraging the new network with topic nodes, actual probability propagation is 

performed to see how influences of important KPIs on KGIs differ in business type and annual 

sales. By giving evidence on a KPI, a score of a KGI is calculated. For example, Figure 3-6 shows 

how A1 score changes according to the ranks of D3, and Table 3-7 is the actual value of the graph. 

 

Figure 3-6. Score change of A1 according to D3 

 

 

Table 3-7. Score change of A1 according to D3 and its average value range 

 rank1 rank2 rank3 rank4 rank5 rank6 

less than 500 million yen 4.90  5.03  4.77  4.97  5.41  5.23  

500 million–3 billion yen 5.09  5.05  4.80  5.11  5.24  5.26  

3 billion yen–5 billion yen 5.35  5.05  4.77  5.33  5.18  5.26  

5 billion–10 billion yen 5.12  5.04  4.78  5.14  5.32  5.24  

10 billion–30 billion yen 5.25  5.05  4.78  5.24  5.39  5.22  

30 billion–50 billion yen 5.28  5.05  4.78  5.26  5.27  5.24  
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more than 50 billion yen 4.96  5.04  4.79  5.02  5.29  5.25  

Average of value range of 

A1 through annual sales (*) 
0.46  0.02  0.03  0.36  0.23  0.04  

Average of (*) through 

ranks of D3 
0.19       

 

The focus here is to find how influences of important KPIs (D3, D6, D9) on KGIs (A1, A2, D4, 

D5) differ in S2 (business type) and S3 (annual sales). It would become complicated to enumerate 

all the scores of KGIs according to KPIs, as shown in Table 3-7. Therefore, for each pair of 

concerning KPI and KGI, the average value range of KGI, as for S2 or S3, through the ranks of 

KPI is calculated. (In the example in Table 3-7, 0.19 in the bottom of the table is the value of 

interest.) 

 

3-5-2. Average Value Range of KGIs According to Important KPIs 

Figure 3-7 shows the average value range of KGIs according to important KPIs (D3, D6, and D9). 

 

Figure 3-7. Average value range of KGIs according to important KPIs (D3, D6, and D9) 
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The average value range of KGIs (A1, A2, D4, and D5), according to important KPIs (D3, D6, 

and D9), are more influenced by differences in business type than in annual sales. On the other 

hand, a closer look at Figure 3-4 shows that there are the following three patterns of locations of 

nodes: 

 

Pattern1: There are topic nodes in terms of S3 in front of KGIs. (D3 and its neighbors) 

Pattern2: Connected with one of the KGIs, without topic nodes between them. (D6) 

Pattern3: There are topic nodes in terms of S2 in front of KGIs. (D9 and its neighbors) 

 

Considering positional relationships with KGIs and topic nodes, it is assumed that the following 

results are obtained for each pattern: 

 

Pattern1: The scores of KGIs differ in S3 but not in S2, according to D3 and its neighbors. 

Pattern2: The scores of KGIs are not affected by S2 and S3, according to D6. 

Pattern3: The scores of KGIs differ in S2 but not in S3, according to D3 and its neighbors. 

 

But a more precise look at Figure 3-4 shows that three out of four KGIs (A1, D4, D5) are directly 

connected with topic nodes in terms of S2, and A2 is only connected with A1. Therefore, Figure 

3-4 shows that all four KGIs are more strongly affected by the difference in business type. This 

visual observation coincides with the result shown in Figure 3-7. In this way, by leveraging the 

Bayesian network with topic nodes, the influences of KPIs on KGIs, with consideration for 

business type and annual sales, can be inferred not only with probability propagation but also with 

visual observation of the network. 

 

It is also important to perform the detailed probability propagation in order to see how one KPI 

affects a particular KGI. For example, “C4. Product's Contribution to natural environment and 

society” is a KPI, which is related to sustainability. It is one of the recent points of interest in 
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product planning and development projects to understand in which business type sustainability is 

also effective in increasing sales of the product. The answer is obtained from the result of average 

value range of A1 according to C4 in terms of business type, as shown in Figure 3-8. 

 

Figure 3-8. Average value range of A1 according to C4 in terms of business type 

 

 

Figure 3-8 shows that sustainability initiatives also contribute to sales growth of the product, 

especially in business types such as “agriculture, forestry, and fisheries” and “mining,” but have 

relatively little contribution to sales growth in other types such as “construction.” This is a new 

insight that could not be obtained by Bayesian network analysis of Section 2. In this way, the new 

network with topic nodes is expected to support sustainability efforts based on business type. 

 

3-5-3. Relevance Considerations 

In the previous section, the effectiveness of the Bayesian network with topic nodes is 

demonstrated through actual probability propagation. In this section, the validity of the Bayesian 

network with topic nodes is confirmed from the following three viewpoints: 

 

3-5-3-1. Consistency with the original network 

At first, it is necessary to confirm that the Bayesian network with topic nodes is not totally 

different from the original one in terms of existing nodes. Figure 3-9 shows the score comparison 

between the Bayesian network with topic nodes and the original one. 
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Figure 3-9. Score comparison between the Bayesian network with topic nodes and the original 

one 

 

 

Also, Figure 3-10 shows a comparison of the existing nodes between Bayesian network with topic 

nodes and the original Bayesian network. It can be seen that the structure has not changed due to 

the insertion of the topic node. The same applies to other parts of the network. 

 

Figure 3-10. Comparison of the existing nodes between Bayesian network with topic nodes and 

the original Bayesian network 

 

 

In this way, it is confirmed that the Bayesian network with topic nodes is essentially the same as 

the original one, as the score of all existing nodes are almost unchanged, as shown in Figure 3-9 

and Figure 3-10. 
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comparison of the A1 score according to D3 in terms of S3. One is obtained by summarizing the 

raw data, and the other is the result of probability propagation with the network with topic nodes. 

“NA” indicates there is no corresponding data in the raw data. 

 

Figure 3-11. Comparison of A1 score according to D3 in terms of S3 

 

 

The result of the network with topic nodes is almost the same as the raw data. There are some 

points where the difference between them is relatively large. But these differences show that the 

Bayesian network complemented the missing or singular values in the raw data. As shown in each 

graph of Figure 3-11, all of the NAs are found to be properly complemented, considering the 

neighboring values. Furthermore, in the graph of 5 billion–10 billion yen, the value for rank 1 in 

the raw data is singular. This value is specifically small, because the score of A1 is especially 

biased towards small values, compared with other cases. Therefore, it is also confirmed that the 

Bayesian network with topic nodes coincides well with the raw data. 
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3-5-3-3. Verification by other research results 

Finally, consistency with the results obtained in existing, related studies is confirmed. The second 

graph of Figure 3-7 shows that the average value range of D5 according to D6 is not influenced 

by differences in business type and in annual sales. That means the relationship between “number 

of failures occurring in 3 years” (D6) and “3-year market share” has almost the same tendency, 

regardless of business type or annual sales. On the other hand, there are several academic papers 

mentioning issues like the relationship between D5 and D6. For example, excessive quality 

control is known to be an interference in product planning and development (3-12:Cooper, 2019). 

In another example, it is pointed out that rationality of thinking is sometimes required, which 

means failure should not be overly avoided (3-13:Eliëns, Eling, Gelper, & Langerak, 2018). 

Furthermore, sustainable supply operation, distribution, product recovery, and return practices are 

claimed to be important (3-14:Gupta, Dangayach, Singh, Meena, & Rao, 2018). These examples 

are all mentioned as common insight of product planning and development, regardless of business 

type or annual sales. 

Furthermore, the third graph of Figure 3-7 shows that the average value range of KGIs (A1, A2, 

D4 and D5) according to D9 is more influenced by business type than annual sales. The similar 

tendency was found in Japanese large-scale research and development promotion services (3-

15:Arai, Takuma, & Kameyama, 2015). Therefore, the result of the proposed methods also 

coincides with other related studies. 

 

3-5-4. Conclusion 

Inference using Bayesian network is an effective method for clarifying relationships between 

KPIs and KGIs in product planning and development projects. At the same time, it is necessary 

to consider the differences in business type and annual sales. However, incorporating business 

type and annual sales into the Bayesian network as nodes does not provide expected results. In 

this study, LDA, which is widely used for document classification, is applied to generate topic 

nodes into the Bayesian network, which reflects the business type and annual sales of enterprises. 

The differences in business type and annual sales can be set as soft evidence on topic nodes. When 

soft evidence is given to this Bayesian network with topic nodes, the network is regarded to be 

specialized for specific attributes of enterprises. In this way, with the Bayesian network with topic 

nodes, the relationship among KGIs/KPIs can be effectively inferred, according to attributes of 

enterprises. 
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4. Analysis Focusing on Specific Factors 

4-1. Background 

In this section, of the three issues raised in Section 2, the proposed method to solve the following 

Issue 2 is described. 

 

Issue 2: When focusing on specific factors, the partial structure of a normal Bayesian network 

may not match the actual domain knowledge. 

 

The author proposes the method for Adjusting the structure of Bayesian network by initializing 

edges according to the result of Random forest. This proposed method can be applied to other 

than product planning and development projects. Therefore, taking into account the subsequent 

relationship with Section 5, the author explains the proposed method by taking a scene of selecting 

keywords to be appealed on SNS.  

 

As described in Section 4-2, the author picks up an existent example of a beer maker and its 

representative product, which are noted “the maker” and “the product” respectively. If a consumer 

posts a keyword related with beer such as “sharpness” in SNS, the maker needs to know how 

often this keyword occurs with the product, in order to determine whether they should include 

“sharpness” into their marketing messages in SNS. If the keyword more often occurs in SNS with 

the product, it is considered to be engaged with and closely related with the product. It is called 

“engaged keyword” in this study. On the other hand, the keyword with less often occurrence with 

the product, it is called “non-engaged keyword”. The business success for the maker depends on 

how to select engaged keywords effectively.  

 

As described in Section 4-2, in Bayesian network analysis of this study, two sets of tweet records 

are retrieved from Twitter. One is “engaged tweets”, which contain the product. The other is “non-

engaged tweets”, which only contain an ordinal word “beer”. These two sets are combined into a 

dataset. Each record of the dataset has columns indicating whether contains each engaged 

keyword or not, and also has engaged/non-engaged flag as the last column. By applying Bayesian 

network analysis, the inference can be performed such as, tweets with keyword A are likely to be 

engaged tweets, but with the combination of keyword B, it does not. However, as mentioned in 

Section 4-3, the situation occurs such as, even when tweets with the combination of keyword A 

and keyword B are likely to be engaged tweets based upon the inference, the actual search result 

on Twitter shows the opposite result. 
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The cause of such disagreement would reside in the characteristic of Bayesian network. In the 

example above, the engaged/non-engaged flag is a kind of target node (explained variable), which 

has different role from nodes of engaged-keywords (explanatory variables). But Bayesian 

network usually handles all these nodes equally. Therefore, some adjustment will be required to 

apply Bayesian network for decision making task like this case. 

 

On the other hand, Random forest is a proven method for analyzing the influence of explanatory 

variables upon explained variable (4-1:Harris, 2013; 4-2:Khalilia et al., 2011). As described in 

Section 4-4, the author proposes to configure initial state of Bayesian network leveraging the 

result of Random forest analysis. The initial state consists of a few nodes around the target node 

and several edges between these nodes and the target. The former is called “initial nodes” and the 

latter is called “initial edges” in this study. Initial nodes are extracted by measuring mean decrease 

of Gini coefficient calculated with decision trees of Random forest, because explanatory variables 

with much influence on explained variable show significant decrease of the coefficient. Directions 

of edges correspond to conditional probability among nodes connected with those edges. 

Therefore, directions of initial edges are designated based on likelihood measured by similarity 

of conditional probability distribution between actual data and predicted result of Random forest. 

The similarity is calculated with Wasserstein metric. Initial nodes and initial edges are given as 

an initial state for the construction of Bayesian network. 

 

As confirmed in Section 4-5, the inference result of the Bayesian network with initial state 

coincides well with the actual search result on Twitter. Configuring initial state leveraging the 

result of Random forest analysis is considered to be a kind of adjustment of Bayesian network to 

perform decision making with explained/explanatory variable as nodes. 

 

4-2. Example Case 

As already mentioned in Section 4-1, the author picks up an existent example of a beer maker and 

its representative product. Prior to this study, the author extracted 18 engaged keywords for the 

product leveraging Word2Vec in the same way described in the following Section 5. At first two 

sets of tweets are searched and retrieved on Twitter. One is the set of tweets which include the 

product. The other consists of tweets including ordinal keyword in terms of the business domain 

such as “beer” in this case. Then Word2Vec analysis is applied for the mixture of the two sets. If 

a keyword shows closer direction to the product than to the ordinal keyword in vector space 

obtained by Word2Vec, the keyword is considered to be more closely related with the product 

than other keywords. With this procedure, engaged keywords for the product are obtained as 

shown in Table 4-1. 
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Table 4-1. Engaged keywords of the product 

Word1 Rich Word6 
alcohol 

percent 
Word11 cheers Word16 solid 

Word2 Guzzle Word7 craft beer  Word12 bitterness Word17 thick 

Word3 Chilled Word8 dry Word13 refreshing Word18 taste 

Word4 drinkable Word9 Belgium Word14 brisk   

Word5 Lager Word10 fruity Word15 strongest   

 

The purpose is to pick up engaged keywords more related with the product from Table 4-1 with 

Bayesian network analysis. For performing Bayesian network analysis, a dataset is retrieved on 

Twitter. The dataset consists of two types of tweets. One is “engaged tweets”, which contain the 

product. The other is “non-engaged tweets”, which only contain an ordinal word “beer”. Each 

record of the dataset has columns indicating whether contains each engaged keyword (contain=1/ 

not contain=0) and also has engaged/non-engaged flag as the last column by the name of 

“engaged” (engaged=1/not engaged=0). The total number of tweets is 1046 (engaged: 357, non-

engaged: 689). The structure of the dataset is shown in Figure 4-1. 

 

Figure 4-1. Structure of the dataset 

 

4-3. Issue to be Solved 

The obtained Bayesian network is shown in Figure 4-2. The algorithm used for learning the 

structure of Bayesian Network is the same as described in Section 2. The target node (“engaged”) 

is marked as gray. It is directly connected with engaged keywords such as Word4, Word5, Word7, 

Word8, Word9, Word17 and Word18. 
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Figure 4-2. Result of ordinal Bayesian network 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The network shows several visual insights. For example, the connection of three nodes, “engaged”, 

“word4” and “word8”includes a tail-to-tail relationship (there are two edges from“Word4” to both 

“engaged” and “Word8”), which is one of three basic connections composing Bayesian Network. 

In a tail-to-tail, after “Word4” is determined, “engaged” is conditionally independent of “Word8”. 

But the actual network in Figure 2 is much more complicated, such as “Word8” has an edge 

directly connected to “engaged”. A few examples of probabilistic inference for those three nodes 

as shown in Table 4-2. 

 

Table 4-2. Example of probabilistic inference 

P(engaged = 1 | Word8 = 0) 31.2% 

P(engaged = 1 | Word8 = 1) 78.6% 

P(engaged = 1 | Word8 = 0, Word4 = 0) 33.4% 

P(engaged = 1 | Word8 = 1, Word4 = 0) 82.3% 

P(engaged = 1 | Word8 = 0, Word4 = 1) 22.3% 
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P(engaged = 1 | Word8 = 1, Word4 = 1) 24.5% 

 

Table 2 shows that “engaged” is strongly affected by “Word8”, but not under condition “Word4” 

=1 is given. The result of the inference tells that “Word8” is not preferable for being used with 

“Word4” for making marketing messages effectively engaged with the product. As “Word4” has 

similar relationships among other nodes, the network suggests, the maker should pay attention in 

using “Word4”. 

 

However, some of the probabilistic inference with the network in Figure 4-2 do not coincide with 

the actual search result on Twitter. For example, as “Word18” (“taste”) is a commonly used word, 

the combination with other taste-related words, such as “Word8” (“dry”) would be a candidate 

for appealing the product on SNS. Actually, the result of the inference is shown in Table 4-3. 

 

Table 4-3. A case of the inference not correspondent with the actual data 

Case1 P(engaged = 1 | Word8 = 1, Word18 = 0) 78.1% 

Case2 P(engaged = 1 | Word8 = 1, Word18 = 1) 80.8% 

 

Table 4-3 shows, tweets are likely to be engaged with the product when “Word8” is used with 

“Word18”. On the other hand, actual search on Twitter is performed under these two search words, 

 

Conditon1: correspondent to Case1:      the product and Word8 

Conditon2: correspondent to Case2:   the product and Word8 and Word18 

 

The emerging ratio of tweets that match condition 1 is 58.0%. As for condition 2 is 9.0%. The 

actual search result on Twitter tells “Word18” should not be used with “Word8” in order to make 

“Word8” engaged with the product. The cause of this disagreement would reside in the 

characteristic of Bayesian network. In this case, the node “engaged” is a kind of explained variable, 

which has different role from other nodes acting as explanatory variables. But Bayesian network 

usually handles all these nodes equally. Therefore, some adjustment is required. 

 

4-4. Proposed Method 

To resolve the issue in Section 4-3, the author proposes to optimize Bayesian network by 

configuring initial state which reflects and emphasizes relationships between the target nodes and 

others. The author configures initial state to Bayesian network leveraging the result of Random 

forest, as it is a proven method for analyzing the influence of explanatory variables upon 

explained variable. The initial state consists of a few nodes around the target node and several 
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edges between these nodes and the target. The former is called “initial nodes” and the latter is 

called “initial edges. 

 

The proposed methods consist of two steps, selecting of initial nodes and decision of direction of 

initial edges. In the former, Random forest is applied, because it can prevent bias in the data and 

can also perform simulation with the generated result, which is required in the second step. The 

detail is described in the following section “4-4-1. Applying Random forest” and “4-4-2. 

extracting initial nodes via decreasing of Gini coefficient”. In the latter, Wasserstein metric is 

calculated to compare two probability distribution required to determined the direction of initial 

edges. The detail is described in the following section “4-4-3. Designating initial edges according 

with Wasserstein metric” Finally, in the section “4-4-4. Inference with adjusted Bayesian 

network”, the adjusted Bayesian network is obtained. The details of each step are described in the 

following, respectively. 

 

4-4-1. Applying Random forest  

At first Random forest analysis is applied to the dataset, in which “engaged” is explained variable 

and 18 engaged keywords (“Word1” - “Word18”) are explanatory variables. Random forest is an 

advanced algorithm based on decision trees, (4-3:Ali et al., 2012) in which a lot of trees are 

generated according with randomly selected explanatory variables and the result is obtained as 

major vote of those trees. Therefore, these two parameters should be given properly in advance. 

 

Parameter1:  Number of explanatory variables selected while generating trees 

Parameter2:  Total number of trees generated 

 

Along with the result of grid searching approach, (4-4:Jimenez et al., 2007) parameter1 is set to 

4 and parameter 2 is set to 500 in this study. The dataset is split into train data (80% of 1046 

records) and the remining is left for out of bag check. The estimated error ratio in out of bag check 

is 29.2%, which is higher 

than usual task for decision making. Because it is not decisively determined whether a tweet is 

engaged or not in this example. 

 

4-4-2. Extracting initial nodes via decreasing of Gini coefficient 

The second step of the proposed method is to extract a few explanatory variables as initial nodes. 

Initial nodes should  be explanatory variables which have more influence on the  target 

(explained variable). While processing Random forest, Gini coefficient (4-5: Yizhaki, 1979) as 

defined in Equation 4-1 is calculated for a node in each tree. 
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𝐺𝑖𝑛𝑖(𝑖) =  ∑ 𝑝(𝑖, 𝑒𝑛𝑔𝑎𝑔𝑒𝑑 = 𝑘) × (1 − 𝑝(𝑖, 𝑒𝑛𝑔𝑎𝑔𝑒𝑑 = 𝑘))                (4 − 1)

𝑘

 

𝐺𝑖𝑛𝑖(𝑖):         Gini coefficient of node i 

𝑝(𝑖, 𝑒𝑛𝑔𝑎𝑔𝑒𝑑 = 𝑘): frequency ratio of record within node i, of which value of “engaged” 

is k (=0 or 1) 

 

Furthermore, Gini decrease according to an explanatory variable is defined as in Equation 4-2. 

 

𝐺𝑖𝑛𝑖𝐷𝑒𝑐(𝑤) =  

∑ 𝑁(𝑖) × 𝐺𝑖𝑛𝑖(𝑖) − 𝑁(𝑙𝑒𝑓𝑡(𝑖)) ×𝑖∈𝑁𝑜𝑑𝑒(𝑤) 𝐺𝑖𝑛𝑖(𝑙𝑒𝑓𝑡(𝑖)) − 𝑁(𝑟𝑖𝑔ℎ𝑡(𝑖)) × 𝐺𝑖𝑛𝑖(𝑟𝑖𝑔ℎ𝑡(𝑖))    

              (4 − 2) 

𝐺𝑖𝑛𝑖𝐷𝑒𝑐(𝑤):  Gini decrease according to explanatory variable w 

𝑁𝑜𝑑𝑒(𝑤):  a set of nodes split by w 

𝑁(𝑖):   number of records in node i 

𝑙𝑒𝑓𝑡(𝑖):   left child node of node i split by w 

𝑟𝑖𝑔ℎ𝑡(𝑖):  right child node of node I split by w 

 

Gini coefficient represents impurity of records within a node according to classification via the 

target. Gini decrease represents how much impurity is improved by generating trees according 

with an explanatory variable. That means explanatory variables with higher Gini decrease have 

more influence on the target. By calculation the mean of Gini decreases across the trees generated 

in Random forest, importance of explanatory variables can be compared. The mean decrease Gini 

values of engaged keywords are shown in Figure 4-3. 

 

Figure 4-3. Values of mean decrease Gini of engaged keywords 
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As highlighted in Figure 4-3, Word4, Word5, Word8 andWord9 have relatively more influence on 

the target. Therefore, these four explanatory variables are selected as initial nodes. 

 

4-4-3. Designating initial edges according with Wasserstein metric 

The latter half of configuring initial state is to designate initial edges between initial nodes and 

the target. As shown in Figure 4-4, in Bayesian network, an edge from Node A to Node B 

represents that the conditional probability of Node A given Node B is defined and vice versa. 

 

Figure 4-4. Relationship between direction of edge and conditional probability 

 

 

 

 

 

 

 

In order to properly reflect the influence of initial nodes on the target, initial edges also should be 

defined leveraging the result of Random forest analysis. If one direction is more appropriate than 

the other in terms of stochastic model, its conditional probability is also more similar to the 

distribution of the dataset than the other. As described in Section 4-4-1, 20% of the dataset is 

remained for out of bag check. By using this remained data, predicted result of the target node 

can be obtained. Then two values of the conditional probability for initial nodes are obtained. One 

is from the remained data (true distribution) and the other is from predicted data (learned 

distribution). The purpose here is to determine which is closer between the conditional probability 

in the left of Figure 4-4 or in the right when true distribution and learned distribution are compared.  

 

Kullback-Leibler divergence (4-6:Shelens, 2014) is often used to compare several probability 

distributions, but it can’t be applied in this case. Because it is a measure for bringing learned 

distribution closer to a specific true distribution and does not provide the distance between two 

different distributions. On the other hand, Wasserstein metric (4-7: Vallender, 2006) which is one 

of methods in the area of optimal transport, is commonly used for defining the distance between 

two different probability distributions. Given two probability distributions A and B, Wasserstein 

metric of p-th order is described as in Equation 4-3. 

 

𝑊𝑆(𝐴, 𝐵) = {inf 𝐸( 𝑑(𝐴, 𝐵)𝑝) }
1
𝑝                (4 − 3) 
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d: the distance defined in the domain of the two probability distributions. 

E:   Expected value of probability distribution 

inf: Operation to calculate the infimum 

 

As the domain of probability distributions are node values which are 0 or 1 in this case, it is 

sufficient to calculate the absolute value among each random variable. Therefore, the order of 

Wasserstein metric is configured as 1. The above definition is described by expectation of the 

probability distribution, but here the probability value corresponding to the combination of {0,1} 

and {0,1} is calculated from the data. Let 𝑊𝑆∗(𝑛𝑜𝑑𝑒𝑋, 𝑛𝑜𝑑𝑒𝑌) be Wasserstein metric between 

true distribution and learned distribution in terms of the conditional probability according with an 

edge from nodeX to nodeY. 

 

Smaller value of 𝑊𝑆(𝐴, 𝐵) means the two probability distributions A and B are closer. Therefore, 

the direction of edge between the target (“engaged”) and initial edges (“Word4”, “Word5”, 

“Word8”, “Word9”) are determined by comparing 𝑊𝑆∗ (𝑒𝑛𝑔𝑎𝑔𝑒𝑑, 𝑤𝑜𝑟𝑑 ∗) and 𝑊𝑆∗(𝑤𝑜𝑟𝑑 ∗

, 𝑒𝑛𝑔𝑎𝑔𝑒𝑑).The corresponding edge of smaller 𝑊𝑆∗ value should be designated as initial edges. 

The result is shown in Table 4-4. 

 

Table 4-4. Wasserstein metric and designation of initial edges 

  WS*(word*, engaged) WS* (engaged, word*) designated direction of edge 

Word4 0.269 0.071 engaged ⇒Word4 

Word5 0.304 0.240 engaged ⇒Word5 

Word8 0.217 0.260 Word8 ⇒engaged 

Word9 0.010 0.006 engaged ⇒Word9 

 

4-4-4. Inference with adjusted Bayesian network 

By the procedure in Section 4-4-3, the initial nodes and initial edges are obtained. In the final step, 

these two conditions are set into initial state of Bayesian network and structure learning is 

performed in the same way in Section 4-3. The result of Bayesian network analysis with initial 

state is shown in Figure 4-5. 

 

 

 

 

 

 



51 

 

Figure 4-5. Result of Bayesian network with initial state 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The target node (“engaged”) is directly connected with engaged keywords such as Word4, Word5, 

Word7, Word8, Word9, Word17. Different form ordinal Bayesian network in Chapter 2, the edge 

between Word4 and the target is opposite and the edge between Word18 and the target is 

eliminated. The initial state leveraging the result of Random Forest analysis makes this difference.  

 

As described in the next chapter 4-5, Bayesian network with initial state coincides well with actual 

search result on Twitter. Therefore, Bayesian network in Figure 4-5 is considered to be adjusted 

for decision making as for the target node. 

 

4-5. Result and Conclusion 

For confirming effectiveness of adjusted Bayesian network in Figure 4-5, probabilistic inference 

as for “Word8” and “Word18” in the same ways as in Section 4-2 is performed. The result is 

shown in Table 4-5. 
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Table 4-5. Improvement in problematic case 

  Original network Adjusted network 

Case1 P(engaged = 1 | Word8 = 1, Word18 = 0) 78.1% 78.9% 

Case2 P(engaged = 1 | Word8 = 1, Word18 = 1) 80.8% 78.9% 

 

As described in Section 4-2, the actual search result on Twitter shows “Word18” should not be 

used with “Word8”. Original network falsely suggests that a tweet is more likely to be engaged 

with the product when “Word8” and “Word18” are used together. Adjusted network does not 

recommend this combination for improving engaged ratio. Word8 is a very common word, "taste," 

and is not appropriate to use as an appealing keyword. From this perspective of business 

knowledge, the adjusted Bayesian network can be regarded as producing more desirable results. 

Although. it would be best if the value of Case2 is much lower than that of Case1 in Adjusted 

network, the adjusted one provides better result than the original. 

 

In the same way, as for nodes which are directly connected to the target (“engaged”) with the 

same directions, such as Node5, Node7, Node8, Node9 and Node17, the comparison of the 

inference between original and adjusted network and the emerging ratio in actual search on 

Twitter are shown in Table 4-6. 

 

Table 4-6. Comparison between original and adjusted network with actual search result 

  
 

Original network Adjusted network 
Emerging ratio on 

Twitter search 

Word18 

=0 (*1) 

Word18 

=1 (*2) 

Diff 

(*2) 

- 

(*1) 

Word18 

=0 (*3) 

Word18 

=1 (*4) 

Diff 

(*4) 

– 

(*3) 

without  

Word18 

with  

Word18 

Word5 62.7% 61.8% -1.0  64.1% 59.6% -4.4  39.0% 3.0% 

Word7 15.8% 14.2% -1.6  16.7% 12.8% -3.9  5.0% 1.0% 

Word8 78.1% 80.8% 2.7  78.9% 78.9% 0.0  58.0% 9.0% 

Word9 0.4% 1.2% 0.8  0.4% 1.1% 0.7  1.0% 1.0% 

Word17 1.8% 2.4% 0.6  2.0% 2.0% 0.1  0.0% 0.0% 

 

The search conditions used for “Emerging ratio on Twitter search” column are as follows. “Word*” 

is “Word5”, “Word7”, “Word8”, “Word9” or “Word17”.  
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Conditon1:  

correspondent to the item “without Word18”:  the product and Word* 

Conditon2:  

correspondent to the item “with Word18”:  the product and Word* and Word18 

 

The actual search result shows, “Word18” is not appropriate for combined use with other words 

for making marketing messages engaged with the product. The Diff column in Table 4-6 of 

adjusted network shows less value than that of original network. That means adjusted network 

less recommend the use of “Word18” with other words than original one. That also means adjusted 

Bayesian network leveraged with the result of Random forest matches better than ordinal one in 

terms of decision making concerned with particular target node. In this way, by initializing nodes 

and edges according to the result of Random forest, it becomes possible to adjust the structure of 

Bayesian network and to make it match the actual domain knowledge. 
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5. Search for Keywords in Appealing Important Factors 

5-1. Background 

In this section, of the three issues raised in Section 2, the proposed method to solve the following 

Issue 3 is described. 

 

Issue 3: It is difficult to determine what keywords are best for appealing in order to enhance the 

effect of the factors to be focused on. 

 

If enterprises appeal their products and important factors related with the products on the Internet, 

it is important to understand, how much content is on the Internet that includes products and 

factors? or are there any content producers who voluntarily publish them? Then enterprises 

support such contents and content producers or use them as a reference for the appeal. In this 

situation, factors can be considered as criteria for searching proper contents or producers. These 

conditions are called “criterial keywords” in this study. 

 

With a small number of criterial keywords, the number of obtained contents and producers will 

be also limited, so enterprise need to add some keywords related with criterial keywords according 

to their similarities. So, the author proposes the methods for expanding keywords leveraging 

Word2Ved and for classifying the expanded keywords with hierarchical clustering. 

 

5-2. Example Case 

The methods proposed in this study can be applied to any case where a product has been provided 

alongside a keyword that characterizes it, and the keyword needs to be expanded using keywords 

collected from SNS as shown in Figure5-1. Here, explanation and verification of the proposed 

methods is performed using the example case of a beer maker. The maker wishes to promote its 

primary product, which possesses the characteristic of “sharpness”. Thus, the maker wishes to 

expand this expression using more appealing keywords collected from SNS (Twitter in this 

example). However, the methods described in this section do not depend on any particular 

scenario. In fact, in Section 6 application for product planning and development projects is 

described. 

 

In the following subsections in Section 5, the beer is denoted by “the product”, “sharpness” is 

denoted by “the criterial keyword”, and the proposed analytical procedures are explained using 

this analogy. However, all the methods described below are also applicable to a wide range of 

business as long as the purpose is to expand keywords characterizing a product and classify them 
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based on the activities of consumers on SNS. 

 

Figure 5-1. Example case 

 

 

5-3. Issue to be Solved 

If the maker considers that “sharpness” well represents a characteristic of its product, this becomes 

one of criterial keywords. With a small number of criterial keywords, the number of obtained 

contents and producers will be also limited, so enterprise need to add some keywords related with 

criterial keywords according to their similarities. For this purpose, there are already several 

effective methods. Co-occurrence network analysis is one of popular methods used to measure 

similarities among data, based on indices such as the Jaccard coefficient. Advanced studies on 

this method have also combined it with other analysis techniques, such as Analytic Hierarchy 

Process (AHP) (5-1: Garg & Kumar, 2018; 5-2:Angelo et al., 2018) 

 

However, keywords added by enterprises themselves might not always capture the appealing 

facets of the product effectively. And co-occurrence network analysis does not offer any means 

to expand criterial keywords based on the relevance to the product. On the other hand, general 

consumers may have captured the essence of the product more effectively on their social 

networking services (SNS). Thus, it would be useful for enterprises to expand keywords for 

appeal of their products properly and efficiently by extracting associated keywords from SNS. 

 

Therefore, in this study the author proposes a method to expand keywords by leveraging word 

embedding. Word2Vec (5-3: Mkolov et al., 2013) is a word embedding technique that converts 

each keyword into a vector, and proceeds to calculate similarities between pairs of words by 

computing the inner product between the two corresponding vectors. By vectorizing keywords, 

addition among keywords becomes possible. By using this characteristic, it is possible to search 

for and expand new keywords that are close to both the product and the criterial keywords. 

 

In this study, besides proposing a method to expand criterial keywords by leveraging Word2Vec, 

the author proposes the use of hierarchical clustering to classify the expanded keywords. A 
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combination of these two methods will enable enterprises to expand their criterial keywords 

effectively and to decide the priorities of expanded keywords. 

 

5-4. Proposed Method 

To solve the issues described in Section 5-3, the following two Task are required. 

Task1:  Select expanded keywords based on the product and the criterial keyword 

Task2:  Prioritize expanded keywords  

 

For Task1, it is not enough to simply select keywords that are frequently tweeted with the product 

and the criterial keywords. It is required to measure closeness between the candidate and the 

product and the criterial keyword at the same time. For this purpose, Word2Vec is applied, as it 

can measure closeness among keywords via inner product of vectors and also can consider the 

product and the criterial keyword together by summation of vectors (that is called the compound 

vector). 

 

For Task2, it is required to prevent a bias such as selecting expanded keywords included in the 

same tweet. For this purpose, hierarchical clustering is applied to classify expanded keywords 

based on their appearance tendency in tweets. If there are multiple expanded keywords that show 

the same appearance tendency, give priority to the one that is close to the compound vector and 

also has a high frequency of appearance. 

 

The proposed methods consist of the four steps, “data collection”, “data preprocessing”, “keyword 

expansion”, and “keyword classification”. The details of each step are described in the following, 

respectively. 

 

5-4-1. Data Collection 

In this step, recent tweets by a sufficient number of users are retrieved. In terms of the frequency 

of occurrence of the product and the criterial keyword, users are classified into the two following 

categories. 

 

Engaged users:  Users whose tweets include both the criterial keyword  

and the product 

Non-engaged users: Users whose tweets include only the criterial keyword  

 

If users whose tweets include only the product were grouped together, their tweets would contain 

very diffused keywords about the product. The motivation of the maker is to create highly 
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appealing advertising content based on the criterial keyword. In order to prevent dilution due to 

keyword diffusion, tweets should be obtained from users who are adjudged to be familiar with 

the product based on their tweets. These are precisely the engaged users, as defined above. 

 

However, some keywords used in the tweets of engaged users might be too close to the product, 

which can make it difficult for consumers to realize the features of the product in the context of 

the criterial keyword. Therefore, candidates for expanded keywords should be also collected from 

the tweets of users who only tweet about the criterial keyword. These are the non-engaged users, 

as defined above. 

 

This concept of engaged and non-engaged users is also applicable in other cases, when an 

enterprise wants to identify keywords related to a product based on one of its specific features. 

 

5-4-2. Data Preprocessing 

In this step, text data obtained from tweets of the engaged and non-engaged users are decomposed 

into a set of words. As the data contain orthographic variants, morphological analysis is applied 

while splitting it into lemmatized words (5-4:Goel et al., 2019; 5-5: Lee & Kim, 2018). “MeCab” 

is a popular tool, which can handle this process in Japanese and has been used in this study. 

5-4-3. Keyword Expansion 

In this step, the set of words are converted into vectors using Word2Vec. Word2Vec is a sort of 

applications of Neural network that represents a given set of words as vectors via contextual 

comprehension (5-6:Mikolov et al., 2013). It embeds semantic relationships between words into 

the calculation of the corresponding vectors. For example, if the four words “King”, “Man”, 

“Woman”, and “Queen” were converted into vectors via Word2Vec, the vector obtained by using 

the following formula on the corresponding vectors “King” - “Man” + “Woman” would yield the 

vector corresponding to “Queen” (5-7:Church, 2017). Two algorithms are available to be used in 

Word2Vec — skip-gram and continuous bag of words also known as CBOW (5-8:Jianqian et al., 

2016; 5-9:Carrasco & Sicilia, 2018). The former is supervised to predict the neighboring words 

of the current word, while the latter predicts the current word based on its neighbors. As the 

purpose in this step is to expand the criterial keyword, the skip-gram algorithm is implemented in 

this study. 

 

Word2Vec can be applied to the identification and standardization of derivatives as well. For 

example, “Java7” and “Java9” can be identified to be different versions of the developing 

language, "Java" (5-10:Fukui et al., 2019). Furthermore, estimation of similarity via Word2Vec 

can also be applied to extract keywords representing essential aspects of products (5-11:Jing et 
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al., 2018) or detect human emotions inherent in social media content (5-12:Jan & Khan, 2020) or 

semantic analysis (5-13:Kim et al., 2020) and others (5-14:Jatnika et al., 2019; 5-15:Kai et al., 

2019; 5-16:Wolf et al., 2014). 

 

The similarity between any pair of vectors can be measured by computing the inner product of 

the corresponding vectors determined by Word2Vec. The value of the inner product is 

proportional to the degree of the contextual relationship between the corresponding keywords. By 

leveraging this advantage, a list of keywords which are close to the criterial keyword are obtained. 

They comprise the “list of non-engaged keywords”. In addition, the vectors corresponding to the 

product and the criterial keyword are added together to yield the compound vector. Then a list of 

its neighboring keywords is obtained. They comprise the “list of engaged keywords”. Finally, 

keywords which satisfy the following two conditions are extracted.  

 

・It exists in both the non-engaged list and the engaged list. 

・It exhibits higher inner products with the criterial keyword in the engaged keywords list than 

that in the non-engaged list. 

 

The extracted keywords are close to the criterial keyword and are also related to the product. Thus, 

they are considered to be expansions of the criterial keyword suitable for appealing the product. 

An outline of this step is illustrated in Figure 5-2. 

 

Figure 5-2. Outline of keywords expanding 
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5-4-4. Keyword Classification 

In this step, the expanded keywords obtained in the previous step are prioritized. Although the 

expanded keywords can be ranked based on their inner products with the criterial keyword, it is 

necessary to consider the tendency of occurrence as well. For example, suppose there were four 

expanded keywords A, B, C, and D, such that A and B are often seen in the tweets of some 

subgroup of users, and that C and D are often seen in the tweets of another subgroup. In order to 

obtain a comprehensive collection of expanded keywords, representative keywords should not 

only be chosen between A and B but between C and D. However, if the keywords were selected 

only based on their inner products with the criterial keyword, C and D might both be excluded. 

To prevent this improper exclusion, expanded keywords must be first classified based on their 

occurrence. 

 

For the purpose above, the author applies hierarchical clustering, which is a method that classifies 

data based on the pair-wise distances between them after regarding them as points in an n-

dimensional space (5-17:Lior & Maimon, 2005; 5-18:Chakraborty et al., 2020; 5-19:Xu et al., 

2020). The k-means clustering is another method for this kind of classification, which is also 

attracting theme (5-20:Kim et al., 2020; 5-21:Bai et al., 2020). In k-means clustering, the number 

of clusters is required to be determined in advance. In real businesses, the number of expanded 

keywords which can be configured generally depend on related systems or marketing expenses. 

The number of clusters in hierarchical clustering does not need to be configured in advance. 

Because of this reason, hierarchical clustering is adopted in this study. 

 

Before applying the hierarchical clustering method, the frequency of each expanded keyword 

corresponding to each user is calculated based on the tweet data obtained during the 5-4-2. Data 

Processing step. In other words, if the number of expanded keywords is N and the number of 

users is M, a dataset of N rows and M column is obtained, as depicted on the left side of Figure 

5-3. Then, hierarchical clustering is applied to the dataset and the hierarchical classification 

among the expanded keywords is obtained in the form of dendrogram, as depicted on the right 

side of Figure 5-3. 

 

Figure 5-3. Outline of keywords classifying 
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In order to obtain a comprehensive collection of expanded keywords, one keyword should be 

chosen from each cluster. Thus, one keyword should be chosen from all possible candidates 

belonging to the same cluster based on some sort of prioritization, because the number of 

expanded keywords that can be configured is often limited by associated systems or marketing 

expenses. 

 

Therefore, the only remaining task is to identify a method to prioritize the keywords. Now, two 

factors indicate the importance of a keyword — the value of the inner product with the compound 

vector, which represents the proximity of the keyword to the product and the criterial keyword, 

and the frequency of occurrence of the keyword, as more frequently used keywords are generally 

more appealing. 

 

Deviation from the mean is selected as a metric for the first factor. Deviations are more useful to 

compare similar data than the values themselves. The final values are multiplied by 100 for 

readability, as the absolute values of the inner products are less than 1. If the frequency of 

appearance of a word were taken to be the metric for the second factor, the influence of 

temporarily trending keywords on SNS might be inflated. For this reason, the log value (base 10) 

of the frequency of occurrence is adopted as the metric in this study. 

 

Finally, the two factors are combined. Because the appeal of a keyword can be considered to be 

roughly proportional to its frequency of occurrence, the product of the two factors is used as the 

metric. Therefore, the authors propose the following metric for prioritization of the expanded 

words. 

 

𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦(𝑤𝑜𝑟𝑑) = (𝑖𝑛𝑛(𝑤𝑜𝑟𝑑) − 𝑚𝑒𝑎𝑛) × 100 × 𝑙𝑜𝑔(𝑓𝑟𝑒𝑞(𝑤𝑜𝑟𝑑))      (5-1) 

 

inn:  inner product of an expanded keywords with the compound vector 

mean: mean of the inn of all expanded keywords 

freq:  sum of the frequencies of occurrence of each expanded keyword in the tweets of each 

user 

 

Based on this metric, the priority list of expanded keywords belonging to the same cluster can be 

ascertained. 
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5-5. Result and Conclusion 

In this section, the author applies the proposed method on an example case described in Section 

5-3. 1020 and 2940 tweets were retrieved from engaged and non-engaged users, respectively. The 

number of tweets retrieved per user was 30. In the case of products like beer, appropriate expanded 

keywords may vary depending on the season. In this example, for simplicity, one month is taken 

to be the term of tweet retrieval. This parameter should be changed depending on the characteristic 

of each product. 

 

Table 5-1 presents the 19 expanded keywords and associated important factors like inn 

(word), freq (word) and the priority index discussed in the Sections 5-4. (In Section 4, 

these keywords are also used for Bayesian network analysis. But the word “wheat” is 

omitted, as it is too common word for the purpose of analyze in Section 4) 

 

Table 5-1. Expanded keywords and important factors 

  keyword inn(word) freq(word) priority index 

word1 wheat 0.165 3 0.86 

word2 rich 0.165 9 1.70 

word3 guzzle 0.168 3 1.02 

word4 chilled 0.133 5 -1.01 

word5 drinkable 0.166 18 2.41 

word6 lager 0.171 4 1.46 

word7 alcohol percent 0.110 3 -1.76 

word8 craft beer  0.181 3 1.63 

word9 dry 0.188 6 3.20 

word10 Belgium 0.154 10 0.71 

word11 fruity 0.165 3 0.83 

word12 cheers 0.172 7 2.07 

word13 bitterness 0.167 8 1.77 

word14 refreshing 0.133 6 -1.09 

word15 brisk 0.128 5 -1.34 

word16 strongest 0.094 9 -5.06 

word17 solid 0.141 13 -0.74 

word18 thick 0.097 8 -4.58 

word19 taste 0.098 187 -11.26 
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“Dry” is observed to be contextually similar to “sharpness” in the expression of beer, and it 

exhibited a high priority index in the analysis, too. On the other hand, the index of “taste” was 

observed to be low in spite of its high frequency. This can be attributed to its low inn (word) value, 

signifying that “taste” does not share a strong relationship with “sharpness” or with the product, 

as it is a very general word. Thus, the result of the analysis was observed to correspond with daily 

impressions of consumers about beer. Furthermore, the result of classification of expanded 

keywords above are shown in Figure 5-4. 

 

Figure 5-4. Classification of expanded keywords 

 

A large cluster including 10 keywords (word9, word8, word14, word13, word10, word15, word6, 

word1, word7, word11) is seen on the right half of the dendrogram. If one keyword is to be 

selected for business matching, the keyword “dry” (word9) should be selected, as it exhibits the 

highest priority index within the cluster, as evident from Table 5-1. However, the effectiveness of 

the proposed priority index should also be verified. For this purpose, the number of actual tweets 

including both the product and each expanded keyword in the cluster was computed and compared 

to its corresponding value in the priority index. The results is shown in Figure 5-5. 

 

Figure 5-5. Verification of priority index 
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A trend is clearly evident keywords with higher priority index exhibit higher frequency of 

appearance alongside the product. That implies that the priority index proposed in this study 

reflects the true relationship between the product and each expanded keyword. Therefore, 

enterprises can use the proposed method to expand, classify, and prioritize keywords suitable for 

appealing the product and important factors on the Internet. 
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6. Systemization of Proposed Methods 

6-1. Combination of Proposed Methods 

In Section 6, the purpose of this study will be achieved and confirmed by combining the following 

three proposed methods described in Sections 3 to 5. 

 

Method1: Analysis Considering Business Type and Annual Sales (Section3) 

Method2: Analysis Focusing on Specified Factors (Section4) 

Method3: Search for Keywords in Appealing Important Factors (Section5) 

 

Considering the issues that arise in actual business, the three methods are systematized as follows. 

In Section3, Method 1 is applied to business type and annual sales, but the same approach can be 

applied to other attributes such as user types or product types. Therefore, in Step B, application 

of Method 1 is noted as “reflecting various category information required in real business”. 

 

Figure 6-1. Procedure of combination of the three proposed methods 

 

 

In the following Section 6-2 and 6-3, apply the procedure above to two example cases below. 

 

Example case #1: Find out the factor that most affects annual sales of the product in retailing 

business. 

Example case #2: Is it possible to link efforts to increase the contribution of products to the 

environment to sales volume, regardless of annual sales? 

Sampling actual performance data in product planning and development. 

Factors as data columns are defined based upon business strategy.

Apply Method1 and construct Bayesian network with topic nodes, which can reflect various 

category information required in real business properly into the result of analysis.

Specify the target KGI.

Search for KPIs affecting the KGI by probabilistic inference.

If there were nodes and edges where the relationships among KGIs/KGIs do not match the domain knowledge, 

adjust the initial conditions of nodes and edges by Method 2 and construct the Bayesian network again.

Important factors as KPIs can be obtained under the condition

of the specified KGI.

Search for keywords by Method 3, if the appeal on the Internet is effective 

to enhance the effect of the obtained factors.
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As for Section 3, the number of the example case records is large enough and Bayesian network 

that reflects business type and annual sales has already been constructed. Therefore, for two 

example cases above, the performance data and the network in Section 3 can be applied. That 

means, in the following Section 6-2 and 6-3, Step A and B in Figure 6-1 have been already 

completed and start from Step C using the following network obtained in Section 3. 

 

Figure 6-2. Bayesian network that reflects business type and annual sales  

 

 

6-2. Application to Example Case #1 

In this section, following the procedure presented in Section 6-1, analyze the decision 

making in product planning and development projects shown as the example below. 

 

Example case #1: Find out the factor that most affects annual sales of the produce in retailing 

business. 

 

At first, in Step C, the KGI, business type and annual sales are designated. As annual 

sales of the product are represented as Node A1 in Figure 6-2, the KGI is Node A1. And 

in the same way done in Section 3, business type is configured as retailing business by 

giving soft evidence to the network. (soft evidence for annual sales is set to default) 
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Then move on to step D. By visually checking Figure 6-2, Node D9 is the candidate which 

shows different trends depending on business type and has a strong influence on Node 

A1. To confirm this, for all nodes except the four KGIs(A1.3-year sales, A2.3-year profit, 

D4.3-year sales volume, D5.3 year market share), the variance of the A1 score is 

calculated by probabilistic inference as these nodes are changed. Table 6-1 shows the 

result. 

 

Table 6-1. Variance of A1score in retailing business 

C1 0.000193  D1 0.001640 

C2 0.000278  D2 0.004399 

C3 0.000418  D3 0.027061 

C4 0.000874  D6 0.004351 

C51 0.000077  D7 0.064315 

C52 0.000219  D8 0.002960 

C61 0.000031  D9 0.236499 

C62 0.000017  E1 0.002364 

   E2 0.003132 

 

Table 6-1 shows that the variance the A1 score is the largest when D9 is changed. 

Furthermore, Figure 6-3 compares the A1 score when D9 changes between the retailing 

business and the average of all business types. (The straight line represents an 

approximate line) Figure 6-3 shows that in retailing business, the increase of the D9 

rank contributes to the increase of the A1 score compared to the average.  

 

Figure 6-3. Score change of A1 according to D9 
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Therefore, it can be seen that improving “D9. Success rate of patent registration” is 

important for increasing product sales in the retailing business. The final goal is to find 

out what should be done to improve success rate of patent registration, but a new issue 

arises here. 

 

As shown Figure 6-4, which is a part of Figure 6-2, Node D9, D7 and D8 have a Head-

To-Tail relationship. 

 

Figure 6-4. Head-To-Tail relationship among Node D9, D7 and D8 

 

 

The direction of edges in Bayesian network indicate from which node to which node 

conditional probability is defined, and are different from causal relationships. As shown 

by dotted arrows in Figure 6-4, probability propagation is transmitted not only in the 

edge direction on the network, but also in the opposite direction. Therefore, in Figure 6-

4, the change of D8 affects D9 via D7. This relationship among nodes is called Head-To-

Tail, which is one of basic structure among nodes in Bayesian network. However, in 

Head-To-Tail, if the value of intermediate node is given, nodes at both ends are divided 

and become independent each other. That means, if there were two projects, whose 

number of academic papers published (D7) is the same, their success rates of patent 

registration (D9) is irrelevant from their number of commendations for internal papers 

(D8). However, this does not match experience in actual businesses, and usually both D7 

and D8 affect D9. This is the case where Step E in Figure 6-1 is required. So, according 

to Method 2 in Section 4, adjust the partial structure of Figure 6-2 focusing on Node D9. 

 

In the same way in Section 4, Random forest analysis is firstly applied, in which Node 

D9 is explained variable and the rest Nodes are explanatory variables. As already 

described in Section 4, in Random forest analysis, these two parameters should be given 

properly in advance. 
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Parameter1: Number of explanatory variables selected while generating trees 

Parameter2: Total number of trees generated 

 

Along with the result of grid searching approach, parameter1 is set to 8 and parameter 

2 is set to 500 here. The dataset is split into train data (80% of 992 records) and the 

remaining is left for out of bag check. The estimated error ratio in out of bag check is 

17.6%. Although it is higher than usual task for decision making, but it does not matter, 

because the purpose here is not to decisively determine the value of D9. 

 

Then, as explained in Section 4, select nodes whose initial state should be adjusted via 

decreasing of Gini coefficient obtained from the result of Random forest analysis. The 

mean decrease Gini values of nodes according to D9 are shown in Figure 6-5. 

 

Figure 6-5. Mean decrease Gini values of nodes according to D9 

 

 

As highlighted in Figure 6-5, Node S22, S23, D7, D8 show higher value of mean decrease 

Gini and have relatively more influence on D9. 
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Finally, as described in Section 4, direction of these select nodes are determined by 

comparing Wasserstein metric between predicted data with the result of Random forest 

analysis and the remaining data for check. Table 6-2 shows that Wasserstein metric 

related with four selected nodes. WS (Node, D9) indicates Wasserstein metric of 

conditional probability when edge is drawn from each node to D9, and WS (D9, Nodes) 

is vice versa. The corresponding edge of smaller metric value should be designated as 

initial edges, and the result of comparison is described in “Designated direction of edge” 

column. 

 

Table 6-2. Wasserstein metric and designation of initial edges 

Nodes WS (Nodes, D9) WS (D9, Nodes) Designated direction of edge 

S22 0.122 0.102 D9 ⇒ S22 

S23 0.571 0.068 D9 ⇒ S23 

D7 2.089 0.094 D9 ⇒ D7 

D8 0.112 0.100 D9 ⇒ D8 

 

Now that step E of Figure 6-1 is complete, then perform construction of Bayesian 

network of step B again using the adjusted condition of nodes and edges above. Figure 

6-6 is an excerpt of the related nodes from the Bayesian network obtained in this way. 

 

Figure 6-6. Adjusted relationship among node D7, D8 and D9 

 

 

This network indicates that D9 is influenced by both D7 and D8, and that D7 and D8 are 

also related. This means success rate of patent registration is influenced by both number 

of academic papers published and number of commendations for internal papers, and 
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also means that activities of academic papers published and internal papers are related 

each other. This coincides with experience in actual businesses. In general, it is less 

difficult to work on in-house papers than to publish academic papers to the outside. 

Therefore, if D8 affects D9 positively, encouragement of internal papers would be the 

affordable first step in order to increase annual sales of product in retailing business. In 

order to confirm this point, Figure 6-7 shows the comparison between the adjusted 

network in Figure 6-6 and the non-adjusted one of Figure 6-2 about the score change of 

D9 according to D8 in retailing business. 

 

Figure 6-7. Comparison of score change of D9 according to D8 in retailing business 

 

 

In the non-adjusted network, the change of D9 score is flat, but in the adjusted network, 

where domain knowledge is properly reflected, D9 score increases as the rank of D8 

increases. Therefore, in order to improve annual sales of products in the retailing 

business, it is considered effective to encourage in-house papers at first and then increase 

the number of patent registration. 

 

6-3. Application to Example Case #2 

In this section, following the procedure presented in Section 6-1, analyze the decision 

making in product planning and development projects shown as the example below. 

 

Example case #2: Is it possible to link efforts to increase the contribution of products to 

the environment to sales volume, regardless of annual sales? 
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At first, in Step C and D in Figure 6-1, the KGI, the KPI in concern, business type and 

annual sales are designated. In Figure 6-2, sales volume of the product is represented as 

Node D4, and the contribution to the environment is as Node C4. Therefore, the KGI is 

Node D4 and the KPI is Node C4. As the aim is to see the change of D4 score according 

to C4 per annual sales category in this case, probabilistic inference is performed with 

setting of soft evidence for each annual sales category. (soft evidence for business type is 

set to default) The result of probabilistic inference based on the above settings is Table 

6-3. And average rates of increase in D4 score according to C4 rank per annual sales are 

shown in Figure 6-8.  

 

Table 6-3. Score change of D4 according to C4 per annual sales 

  C4=1 C4=2 C4=3 C4=4 C4=5 C4=6 

< 500 min yen (1) 2.34 2.37 2.37 2.38 2.40 2.42 

between 500 min and 3 bin yen (2) 2.38 2.39 2.38 2.39 2.39 2.40 

between 3 bin and 5 bin yen (3) 2.43 2.42 2.42 2.42 2.41 2.41 

between 5 bin and 10 bin yen (4) 2.39 2.40 2.40 2.40 2.41 2.42 

between 10 bin and 30 bin yen (5) 2.42 2.42 2.42 2.42 2.43 2.44 

between 30 bin and 50 bin yen (6) 2.42 2.42 2.42 2.42 2.42 2.42 

> 50 bin yen (7) 2.35 2.38 2.37 2.38 2.39 2.40 

 

Figure 6-8. Average rate of increase in D4 score according to C4 rank per annual sales 
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them are relatively low. This is considered that the former are smaller-scale enterprises 

whose sales volume are likely to reflect new initiatives in the number of sales, and the 

latter are larger-scale enterprises which can spend enough budget on the contribution to 

new initiatives. 

 

However, this result will change when different efforts take place at the same time. 

Figure 6-9 below is the excerpt of Figure 6-2, which draws path from C4 to D4.  

 

Figure 6-9. Multiple paths from C4 to D4  

 

 

There are multiple paths from C4 to D4. For example, “C3. Media's response to products” 

is located on the path which does not include S31, D32, S33 and S34 (these are topic 

nodes reflecting annual sales of enterprises). And media’s response to product will be 

expected also effective to the effort for contribution to the environment. Therefore, 

improving media’s response will be a candidate of the important factors for increasing 

sales volume regardless of annual sales of enterprises. 

 

In order to confirm this expectation, perform probabilistic inference of D4 score according 

to C4 under condition C3=5, which means media’s response to products is good. The 

result is shown in Table 6-4 and its average rate of increase in Figure 6-10 respectively. 

 

 

D4

S32

C1

C2

C3 C4C52

C61 C62

D1D2

D3

D5

D6D7

D8

D9

E1

E2

C1.Customer response

to prototype
C3.Media's response

to products

C2.Average number 

of customers in product 

appealing scene

C4.Product's Contribution to 

natural environment and 

society

C5-1.Number of external 

organizations cooperating in 

the project

C5-2.Contribution 

degree of the external 

organizations

C6-1.Number of 

venture companies 

cooperating in the 

project D1.Clarity of 

requirements for 

products

D2.Procurement 

status of resources

D4.3-year sales 

volume

D3.Strength of 

management force

D5.3 year market share

D6.Number of failures 

occurring in 3 yearsD7.Number of 

academic papers 

published

D8.Number of 

Commendations

for internal papers

D9.Success rate of 

patent registration

E1.Status of human 

resource 

development

E2.Activation status of 

internal community

C6-2.Contribution of the 

venture companies

S34

S22

S33

C51

S31



73 

 

Table 6-4. Score change of D4 according to C3 per annual sales under condition C4=5 

  C3=1 C3=2 C3=3 C3=4 C3=5 C3=6 

< 500 min yen (1) 2.40 2.40 2.40 2.40 2.40 2.40 

between 500 min and 3 bin yen (2) 2.39 2.39 2.39 2.39 2.40 2.40 

between 3 bin and 5 bin yen (3) 2.41 2.41 2.41 2.41 2.41 2.41 

between 5 bin and 10 bin yen (4) 2.41 2.41 2.41 2.41 2.41 2.41 

between 10 bin and 30 bin yen (5) 2.43 2.43 2.43 2.43 2.43 2.43 

between 30 bin and 50 bin yen (6) 2.42 2.42 2.42 2.42 2.42 2.42 

> 50 bin yen (7) 2.39 2.39 2.39 2.39 2.39 2.39 

 

Figure 6-10. Average rate of increase in D4 score according to C3 rank per annual sales 

under condition C4=5 

 

 

Table 6-4 and Figure 6-10 shows that increase of C4 rank positively improve D4 score 

under condition C4=5, regard less of annual sales category. Therefore, in order to 

increase sales volume by contributing to the environment of the product, appeal to media, 

for example via the Internet, is an important factor common to all annual sales categories. 

 

Now that Step F in Figure 6-1 is complete, proceed to Step G. (In this case, Step E is not 

required, as there is no conflict against domain knowledge)  

 

In Step G, following Method 3 in Section 5, search for keywords that are effective in 

appealing the contribution of the product to the environmental on the Internet. 
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firstly defined. After that, the engaged list containing both the main and the criterial 

keyword and the non-engaged list containing only the criterial keyword are obtained 

from Twitter. And the keywords satisfying the following two conditions are extracted as 

expanded keywords for appealing. 

 

Condition 1: Exist both in the engaged and in the non-engaged list  

Condition 2: Closer to the main keyword in terms of inner product of keyword vector 

calculated by the result of Word2Vec analysis 

 

In this case, the theme is contribution to the environment in product planning and 

development projects, so the main keyword is defined as “environment” and the criterial 

keyword is defined as “product development”. Furthermore, since keywords related to 

the program development environment etc. are mixed in with a simple "environment", 

“earth” and “nature” are added as complementary keywords to the main keyword. The 

concept of extracting expanded keywords is shown in Figure 6-11. 

 

Figure 6-11. Concept of extracting expanded keywords 

 

 

Furthermore, in the same way as described in Section 5, the parameters set in the 

keyword expansion process and the number of acquired data are summarized in the 

following Figure 6-12. 
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Figure 6-12. Process for extracting expanded keywords 

 

 

Table 6-5 lists the extended keywords obtained through the process shown in Figure 6-

12. Explanation of each column in Table 6-5 are as follows, which are already described 

in Section 5. 

 

inn(word): Difference defined as A-B. Where A is the inner product value between 

the keyword and the compound vector, and B is the inner product value 

between the keyword and the criterial keyword. The larger this value, 

the closer the relationship with the main keyword under the conditional 

keyword. 

freq (word): The frequency of appearance of keywords in the obtained Tweet data. 

Frequent keywords will be more appealing. 

Priority index: Priority index obtained by multiplying the difference from the average 

value of inn(word) by 100 times (for proper scaling) and the log value 

of freq (word). 

 

Table 6-5. Expanded keywords 

  Keyword inn(word) freq (word) 
Priority 

index 

Word1 gentle 0.114 3 3.37 

Word2 judiciary 0.116 5 5.04 

Word3 hole 0.059 3 0.73 

Word4 expense 0.031 3 -0.59 

Word5 communicate 0.018 5 -1.82 

Word6 elucidation 0.023 3 -0.97 
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Engaged users 40 30 1200
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Total number of words 52,394
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Word7 others 0.045 4 0.08 

Word8 open 0.048 3 0.20 

Word9 make use of 0.025 3 -0.90 

Word10 someone 0.054 6 0.81 

Word11 feedback 0.029 3 -0.71 

Word12 waste 0.029 3 -0.70 

Word13 toilet 0.014 4 -1.78 

Word14 conversion 0.039 4 -0.30 

Word15 announce 0.011 3 -1.54 

 

As already described in Section 5, the final step of Method 3 is to compare the result of 

hierarchical clustering and the priority index of keywords in Table 6-5. With this 

comparison, select the keyword with the highest priority from the keywords in the same 

cluster (keywords that indicate the similar appearance tendency). Because in actual 

business the number of keywords should be reduced in terms of budget for advertising 

or marketing. Figure 6-13 shows the dendrogram of Hierarchical clustering and the 

visualized priority index in Table 6-5. 

 

Figure 6-13. Dendrogram and priority index of expanded keywords 

 

 

As Word2 “judiciary” shows the highest index, it is the most important expanded 

keyword. Word3 “hole”, Word1 “gentle” and Word7 “others” has relatively higher value 

in its cluster designated in dotted line. But the meaning of Word7 is a little vague, so 

Word1 and Word3 are the secondary important expanded keywords. The value of Word10 

“someone” is a little higher too, but its meaning is also vague. Therefore, Word2 
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“judiciary”, Word3 “hole”, Word1 “gentle” are important expanded keywords for 

appealing the contribution of the product on the Internet. For example, a phrase would 

be considered such as “This product clears judiciary restriction for preventing expansion 

of ozone hole in many foreign countries and is gentle to natural environment”.  

 

6-4. Conclusion and Future Work 

As confirmed in Section 6-3, by systematizing the methods of the existing papers that compose 

this study, it is possible to obtain answers based on probabilistic inference for various decision 

making in product planning and development projects, taking into consideration business type 

and annual sales. 

 

In Section 6-3, the Bayesian network was constructed based on actual performance data 

of product planning and development project in 992 enterprises, but by increasing the 

number of records, it would be possible to analyze wider range of business type and 

annual sales. 

 

The following three directions can be considered for further improvement of this study. 

 

1. Analysis considering categories of the product or attributes of the user 

 

In this study topic nodes are introduced to reflect business type and annual sales in 

Bayesian network analysis. By applying the same approach on categories of the product 

or attributes of the user, the scope of analysis can be further expanded. 

 

2. Searching and incorporating new factor candidates 

 

It may be possible to search for unknown factors to be analyzed in product planning and 

development strategy by applying the keyword expansion method in this study. For 

example, in Section 6 the relationship between the contribution of products to the 

environment and sales volume was discussed. However, there may be other important 

factors that intervene between them, such as efforts to make the contribution known in 

the market. It is expected that the search for these factors will be realized by using the 

keyword expansion method in this study for case data on the Internet. 

 

 

 



78 

 

3. Clarification of causal relationship with time series 

 

Strictly speaking, edges of Bayesian network are different from causality. On the other 

hand, in order to select important factors more precisely, it will be necessary to consider 

time series such that some effect is obtained after a certain period of time after some 

effort is made. In order to take this situation into consideration, a method such as 

generating several Bayesian Networks for each time period and performing probability 

inference across them can be considered, outlined in Figure 6-14. 

 

Figure 6-14. Bayesian network considering time series 

 

 

 

4. Construction of a system using the method proposed in this study 

 

Once the Bayesian network is constructed based on the performance data, the 

subsequent processes such as configuration of business type and annual sales, 

probability inference, node adjustment, and search for extended keywords can be 

automated by programming. Therefore, in the future, it may also be possible to develop 

a system that assist enterprises themselves to interactively perform decision making 

leveraging the proposed methods in this study.  

 

Although it is still a prototype, the author has actually developed a decision support 

system using Bayesian network with the support of the Takuma Laboratory of Chiba 
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Institute of Technology. As shown in the screen shot in Figure-6-15, with pull down 

menus, users of this system can select “Target Node” (KGI), “Evidence Node” ( the node 

to which evidence is set, usually KPI), “Annual Sales” and “Business Type”, and then 

calculate the score of “Target Node” when the rank of “Evidence Node” changes by 

probabilistic inference. In this prototype system, the process of reflecting business type 

and annual sales is not enough unlike the method proposed in this study. In addition, it 

does not have the function to adjust the network structure based on domain knowledge 

and search for extended keywords to appeal important factors. However, by improving 

this system, it would be possible to construct an enhanced decision support system 

leveraging the proposed methods in this study. 

 

Figure 6-15. Prototype of decision making support system with Bayesian network 

 

 

Furthermore, the method proposed in this study can be applied not only to product 

planning and development projects but also to various decision making situations in 

enterprises such as investment, procurement, and recruitment, etc.  

 

In the future, in parallel with developing an enhanced system mentioned above, the 

author will aim to improve the proposed methods by applying them to other fields other 

than product planning and development. 
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